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Abstract—This paper presents a symbolic pattern analysis
method for robust feature extraction from sidescan sonar images
that are generated from autonomous underwater vehicles (AUVs).
The proposed data-driven algorithm, built upon the concepts
of symbolic dynamics and automata theory, is used for detection
of mines and mine-like objects in the undersea environment.
This real-time algorithm is based on symbolization of the data
space via coarse graining, i.e., partitioning of the two-dimensional
sonar images. The statistical information, in terms of stochastic
matrices that serve as features, is extracted from the symbolized
images by construction of probabilistic finite state automata. A
binary classifier is designed for discrimination of detected objects
into mine-like and nonmine-like categories. The pattern analysis
algorithm has been validated on sonar images generated in the
exploration phase of a mine hunting operation; these data have
been provided by the Naval Surface Warfare Center. The algo-
rithm is formulated for real-time execution on limited-memory
commercial-of-the-shelf platforms and is capable of detecting
objects on the seabed-bottom.

Index Terms—Feature extraction, mine countermeasures, pat-
tern classification, sonar data analysis, symbolic dynamics, target
detection.

I. INTRODUCTION

APID advancement of modern engineering technology

has led to development of increasingly portable manned
and unmanned platforms for mine countermeasure (M CM)
operations of the naval forces. In particular, autonomous under-
water vehicles (AUV') provide enhanced speed and improved
search efficiency in M CM operations. These vehicles are
equipped with advanced sensing devices, including sidescan
sonar imaging systems, to search a target area for mines lying
on the seabed. Apart from mines, several objects that are
commonly found on the seabed may also have similar shape
and structure as those of mines. In this paper, these objects are
collectively referred to as mine-like objects.
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The current state-of-the-art M CM techniques involve de-
ployment of AUVs that perform sequential operations of de-
tection, classification, marking, and neutralization [1]. Sidescan
sonar systems are used for efficient mapping of large areas of
the sea floor to generate sonar imagery [2] that contains infor-
mation about the seabed-bottom, typical objects of interest (e.g.,
undersea mines), and the clutter. Here the term “clutter” refers
to general seabed debris (e.g., rocks, wreckage, and sand rip-
ples). Traditionally, sonar imagery generated by sidescan sonars
mounted on the AUVs are analyzed offline in batches before the
next operation (e.g., classification). In general, the exploration
phase of mine hunting involves scanning vast areas of the sea
bed to detect very sporadic occurrences of mines or mine-like
objects. To expedite mine-hunting operations in the exploration
phase, AUVs perform long-range scanning with low-resolution
sonars. Therefore, very limited resolution data are available in
the exploration phase for detection of mines or mine-like ob-
jects. Once such an object is detected, a higher resolution short-
range sonar is used to take a second look at the suspected ob-
ject [3]. Thus, upon preliminary detection of an object, the next
phase of exploitation in a mine hunting operation generates scan
data of much higher resolution to ascertain whether the detected
object is truly a mine or not and to which class of mines it be-
longs. Commercially available synthetic aperture sonar (SAS)
[4], [5] is a potential candidate for generating such high resolu-
tion imagery.

This paper addresses the problem of detection of mine-like
objects from a low-resolution sonar images. The example
problem specifically addresses the situation in the exploration
phase where the available data is very limited. However, the
underlying theory of mine detection, presented in this paper,
can be extended to handle high-resolution scan data for accu-
rate mine detection and classification; this is a topic of future
research.

Mine-like objects are often detected in sonar images by using
the highlight and the shadow cast by the object. The shadow
is usually a critical feature for distinguishing mine-like objects
from the background. In the traditional approach to mine detec-
tion, an adaptive threshold is often assigned to the mapped fea-
tures based on the fact that the specular reflection from the target
is brighter (i.e., a stronger reflected signal) than the diffused
reflection from the seabed. This is the simplest form of non-
parametric detection and has been shown to be effective for ob-
ject detection [6] in a relatively clutter-free environment. How-
ever, a cluttered background may generate many false-positive
mine detections. Recent mine detection methods have made use
of advanced signal processing techniques. For example, Reed
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et al. [7] have used Dempster—Shafer information to classify
mines for reduction of false alarms; and Dura ef al. [8] have
proposed a data-adaptive algorithm to eliminate the need for
a priori training of M CM missions. A feature level fusion
method for detection of land mines has been reported in liter-
ature, which uses a Bayesian framework involving likelihood
ratio tests [9]. Improvements to traditional Bayesian detection
methods, including usage of geometric and statistical proper-
ties of objects have been proposed by Calder et al. [10]. Sta-
tistical modeling provides considerable speckle filtering while
retaining useful information [11]. An image-classification tech-
nique, proposed by Bhradwaj and Carin [12], employs templates
tailored to image subcomponents; a Markov model has been
used to statistically characterize the relationship between neigh-
boring image subcomponents. In another paper, advanced image
classification tools have been developed based on hidden condi-
tional random fields [13]. This method employs a neighborhood
graph structure to capture conditional dependencies between re-
gions of the image. Ye ef al. [14] have used level-set models to
segment sonar images into the shadow and highlight regions.
This method is based on features extracted by using Gaussian
Markov random fields and effectively removes speckle noise
from the sonar image. Maussang et al. [15], [16] have applied
adaptive data thresholding for object detection as well as statis-
tical methods that do not require the presence of a shadow for
mine detection, which is useful for detection of buried mines.
Dee et al. [17] have presented a survey of the recent advances
in the application of graphical models (e.g., Markov Bayesian
networks) for the purpose of real-time visual surveillance.

Recently the authors and their colleagues have developed
a real-time data-driven pattern identification method, called
symbolic pattern analysis [18]-[20], which enables information
compression from large data sets into statistical patterns of
low dimensions. The underlying principles of this method
are built upon multidisciplinary concepts derived from sym-
bolic dynamics [21], statistical mechanics [20], [22], pattern
recognition [23], information theory [24], and automata theory
[25]. The algorithms of symbolic pattern analysis method
have been experimentally validated for real-time execution in
diverse applications, including electronic circuits [19], fatigue
damage monitoring in polycrystalline alloys [26], [27], and
robot signature analysis [28]. This technique has been shown
to perform very well for pattern identification as compared
to Bayesian analysis, neural networks, principle component
analysis, and other statistical methods in terms of speed of
execution, memory requirements, sensitivity to small changes
in relevant information, and robust detection in the presence
of noise [29]. In these applications, the symbolic pattern anal-
ysis algorithms have been applied to one-dimensional sensor
signals.

The primary advantages of symbolic pattern analysis method
are robustness to noise and fast computation on commercially
available inexpensive platforms that are suitable for real-time
applications. This method facilitates onboard implementation
of the underlying algorithms for in situ pattern analysis, thereby
enhancing autonomy of underwater vehicles and saving the time
of mission operations.
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The contributions of the current paper beyond the previously
reported work (i.e., symbolic analysis of one-dimensional time
series data [18]-[20]) are listed below:

« extension of the concepts of symbolic pattern analysis
for two-dimensional (i.e., image) data analysis for pattern
identification;

» application and validation of the proposed method on a
set of sonar data in the form of low-resolution images for
underwater mine detection.

The paper is organized as follows. Section II presents a geo-
metric model of mines for pattern analysis. Section III presents
the concepts of symbolic pattern analysis including brief re-
views of symbolic dynamics, space partitioning methods, and
construction of probabilistic finite state automata (PFSA) for
development of the mine detection algorithm. This section
also presents the methods of feature extraction and classifier
construction using the symbolic pattern analysis algorithm.
Section IV presents the results of mine detection in sonar
images based on a set of test data provided by Naval Surface
Warfare Center (NSWC), Panama City, FL. Section V con-
cludes the paper along with recommendations for future work.

II. GEOMETRIC MODEL FOR MINE DETECTION

This section presents a geometric model for detection of un-
derwater mines from the sidescan sonar data sets in the form of
images, which are provided by NSWC. Each sonar image has
a size of 512 x 1000 pixels (512 pixels along the range of the
sidescan sonar and 1000 pixels along the direction of motion of
the AUV). The range of the sonar system, used in this paper, is
approximately 30 m. A single pixel represents an approximate
rectangular area of 6 cm x 3 cm. Note that the true dimension
of the pixels becomes wider with an increase in the range of the
sonar beam,; it is assumed that small variations in the range have
no significant effects on the performance of the algorithm. The
inclusion of these effects in the data-analysis algorithm is con-
sidered as a future work in Section V.

The ground-truth information about the exact location of
mines is available for a set of 151 images that were acquired by
an AUV . The ensemble of data sets is divided into a training
set of 91 images (consisting of in total 100 mines) and a
test set of 60 images for validation. The parameters required
for the symbolic pattern analysis algorithm, and the receiver
operating characteristics (ROC) curve are obtained based on
the ground-truth statistics provided in the training data set (see
Section III).

Fig. 1 shows the operation of a typical sidescan sonar. The
sonar moves along a straight track with a constant speed and
at a constant height above the seabed. Only the left half of the
transmitted sonar beam is shown here in Fig. 1 and the right half
is similar. The transducers on both sides transmit narrow beams
of energy approximately perpendicular to the direction of plat-
form’s motion. Raw sidescan imagery corresponds to acoustic
echo intensity versus time of flight. The horizontal range is de-
duced from the raw imagery by assuming that the seabed is hor-
izontal (i.e., zero gradient). Fig. 2 shows the sonar ray propa-
gation model along with a typical image of a mine present on
the seabed. The echo from the mine-like object (present in the
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Fig. 1. Illustration of the operation of a typical sidescan sonar. The transmitted
sonar beam on the left side of the platform is shown here. A similar sonar beam
on the right side of the platform is not shown. Reflections of the sonar beam
from the objects on the seabed are also not shown in this figure for clarity of
presentation.
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Fig. 2. Shadow formation due a mine-like object in the path of sonar waves.
The echo from the mine-like object is mapped to the range marked A’ to B’.

range marked A to B) is mapped to the range marked A’ to B’
because of the assumption of a horizontal seabed.

A geometric model has been determined for feature extrac-
tion to detect mines in a sonar image. This model is used in the
training set to obtain the distributions of the various features
that characterize a typical mine and in the testing set as a tem-
plate for detecting the mines. Based on the principles of sidescan
sonar technology and properties of sound wave propagation in
the ocean, a mine is characterized by two distinct regions that
are adjacent to each other in the sonar image [10]. These re-
gions correspond to a highlight (i.e., an echo) and a shadow. It
is assumed that there are no refraction effects below the surface
of water. This assumption is valid for relatively short ranges
(~ 30-50 m) and high-frequency acoustic signals, provided that
multipath returns from surface reflections are small; in this case,
the sonar rays can be approximated to propagate in straight lines.
The principle of shadow formation when an obstacle falls in the
path of sidescan sonar rays is illustrated in Fig. 2. The region,
adjacent to the mine and away from the sonar falls within the
shadow cast by the mine and appears dark.

The reflections from a mine-like object are usually much
stronger than those from reverberation or those caused by the
clutter. As described above, there is a sonar shadow because of
the structure of the mine protruding off the seabed. This shadow
is a very good indicator for distinguishing mines from back-
ground features that include seabed and surface reverberation
and clutter. A mine usually appears as a highlight; and since
the mines under consideration are placed on the seabed, there is
a shadow region that exists adjacent to a mine in the direction
away from the sidescan sonar receiver. The regions adjacent
to the mine and the shadow in the direction perpendicular to
the sonar rays on the seabed, are also important features. These
regions help in distinguishing mines from reverberation and
other objects (e.g., large rocky structures on the seabed) that
may generate highlights and also possibly cast shadows behind
them. Therefore, for improving the detection performance,
these background regions that are adjacent to the mine and
the shadow are divided into two regions, namely, the mine
background and the shadow background. Thus, the geometric
model for mine detection consists of the following four distinct
regions:

1) main body of the mine- denoted as A™;

2) shadow region near the mine- denoted as A”;

3) mine Background- denoted as A™Y;

4) shadow Background- denoted as A%,

If an isolated mine is present, then the region A™ is charac-
terized by a highlight and the shadow region A® by dark pixels.
The shadow length depends on the range of the mine from the
sensor. However, in the current set of images, the variations in
the shadow length are not large. Consequently, the length of A*
is assumed to be fixed and is based on the assumption of a nom-
inal mine being present at mid range. The statistical pattern anal-
ysis tool, introduced in this paper, is robust to variations in the
shadow length. Construction of flexible geometric models is a
topic of future research.

The background regions A™ and A®® are characterized by
moderate intensity pixels. Thus, for differentiating mine-like
objects with large size objects (e.g., ship wreckage or rocky
bottoms), the background regions adjacent to the mine and the
shadow must show different characteristics than those of the
mine and the shadow, respectively. Further details are presented
in Section III-D.

Fig. 3 displays the geometric model with the number of pixels
allocated to each region of the model. It is assumed that mines
are spatially isolated from each other and that they are sur-
rounded by the general seabed background. The model for mine
detection is parameterized based on the following aspects: 1)
geometric properties of anticipated objects; 2) size parameters
estimated from the objects present in the ground truth; and 3)
physical understanding of the relative importance of the various
components of the geometric model. Model parametrization re-
duces the mine detection process to comparison of various sta-
tistics generated from the ground-truth analysis.

III. SYMBOLIC PATTERN ANALYSIS

This section presents the underlying concepts and salient
properties of the symbolic pattern analysis method. While
the details of this method have been reported in previous
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Fig. 3. Geometric model for mine detection from sonar images.

publications for one dimensional time series data analysis
[18], [20], this paper extends the concepts of symbolic pattern
analysis for two-dimensional data (i.e., an image) and presents
an application for detection of undersea mines in sonar images.
The major steps of symbolic pattern analysis are as follows:

* encoding nonlinear system dynamics of the underlying
process by partitioning the observed time series data for
generation of symbol sequences;

* construction of a probabilistic finite state automata (PFSA)
from the symbol sequence;

+ generation of pattern vectors as features for detection and
classification tasks.

A brief review of symbolic pattern analysis method for fea-

ture extraction from time series data is presented below.

In the symbolic dynamics literature [18], [21], the primary
objective is to represent time series data from a dynamical
system as a symbol sequence. Let 2 € R™ be a compact (i.e.,
closed and bounded) region, within which the trajectory of the
dynamical system is circumscribed. The region €2 is partitioned
into a finite number of (mutually exclusive and exhaustive)
cells, so as to obtain a coordinate grid. Let the cell, visited
by the trajectory, be denoted as a random variable taking a
symbol value from the alphabet . An orbit of the dynamical
system is described as {xg,x1 -+ -2y - - -} with z; € €, which
passes through or touches one of the cells of the partition. The
symbol sequence is denoted as {og, 71, - oy - - -} where each
symbol o; belongs to the (finite) alphabet set . Symbolic
dynamics may be viewed as coarse graining of the data space,
which is subjected to (possible) loss of information resulting
from granular imprecision of partitioning boxes. However, the
essential robust features are preserved in the symbol sequences
through an appropriate partitioning of the region 2.

A crucial step in analysis of sensor signals based on the con-
cepts of symbolic dynamics is to partition the time series data
sets for symbol sequence generation. Several partitioning tech-
niques have been reported in literature for symbol generation.
These techniques are primarily based on symbolic false nearest
neighbors (S F' N N) [30], which may become cumbersome and
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extremely computation-intensive if the data set is contaminated
by noise. As an alternative, the time series data can be parti-
tioned for symbol sequence generation using either the uniform
or the maximume-entropy partitioning [19]. For certain applica-
tions, prior to partitioning the time series data may be processed
by using an appropriately chosen wavelet transform [26].

Once the symbol sequence is generated, the next step is con-
struction of a probabilistic finite state automata for modeling
the statistical dependencies between the occurrences of sym-
bols. The symbolic sequence is modeled as a D-Markov process
where the likelihood of a future symbol depends only on the pre-
vious D symbols [18]. This assumption leads to construction
of probabilistic finite state automata (PFSA), wherein the state
transition probabilities depict the conditional dependencies be-
tween symbols. The state probability vectors, which are derived
from the state transition probability matrices of the PFSA, serve
as statistical patterns of the underlying process. The algorithms
of the symbolic pattern analysis method have been experimen-
tally validated for real-time execution in diverse applications,
including electronic circuits [18], fatigue damage monitoring
in polycrystalline alloys [26], [27] and robot signature analysis
[28].

This paper aims to extend the concepts of symbolic pattern
analysis for the purpose of detection of underwater mines in
sonar images; the fundamental difference being that the image
data is two dimensional unlike time series data that has a
one dimensional domain, i.e., time. The essential concepts of
space partitioning for image symbolization, construction of
probabilistic finite state automata (PFSA), and extraction of the
features are succinctly described below.

A. Construction of a Physics-Based Partitioning

This paper uses a physics-based partitioning scheme that as-
sociates a relevant meaning to each cell of the partitioning. Two
important parameters need to be determined for successful ap-
plication of symbolic dynamics to address the problem of mine
detection. The first parameter is the alphabet size |¥| and the
second is the vector parameter of the partition segment bound-
aries. In the particular application of mine detection in sonar
images, the essential robust features that need to be preserved
are: the highlights, i.e., the reflections from the front of an object
protruding above the seabed, and the long shadow that follows
the object. Apart from these, the average background feature
generated from the general seabed reverberation and the clutter
has also been used in this paper for pattern analysis.

The three plates in Fig. 4 shows the histograms of frequency
counts of pixel intensities for mine, shadow, and the combined
background regions adjacent to the mine and the shadow in the
geometric model (see Section II). The histograms depict the
number of pixels versus pixel intensity (0 to 255) for each region
of the geometric model. The observed distribution of pixel in-
tensities in the background regions of the mine and the shadow
are similar; therefore, they have been combined in a single his-
togram of the background region, as shown in the right hand
plate of Fig. 4; the background region is largely dominated by
medium-intensity pixels. These histograms are generated from
the a priori known ground-truth information about the location
of mines from the training data set of 91 sonar images. The mine
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Fig. 4. Histograms of sonar wave reflections: 1) the left plate represents mines;
2) the middle plate represents shadows; and 3) the right plate represents the
background including the reverberation and the clutter. The distribution of pixel
intensities in the regions of mine background and shadow background are com-
bined together in a single histogram of the background region, because they
show similar trends.

histogram in the left hand plate of Fig. 4 shows that the pixels in
the mine regions generally have a high intensity. On the other
hand, the shadow histogram in the middle plate of Fig. 4 depicts
that the pixels in the shadow region have a low intensity. The
histograms for the three regions are reasonably separated, al-
though some regions of the background histogram overlap with
the mine and the shadow histograms, which is not of significant
concern because the three regions in the geometric model are
separated in space. Therefore, for partitioning the sonar images,
a distinct symbol in the alphabet > = {a, b, ¢} is assigned to
each of the three features corresponding to mine, shadow, and
the background. In this application, an alphabet of three sym-
bols, i.e., |X| = 3, is seen to be adequate for characterizing
the above features because the information gained by having
|| > 3 is found to be insignificant to offset the additional com-
putation. Furthermore, an increased || would require a larger
amount of data to achieve similar accuracy in estimation of the
stochastic matrix, described later in Section II1I-B. As the com-
plexity of the background histogram increases, it may be neces-
sary to increase the number of symbols.

The next important consideration is selection of the segment
boundaries for partitioning the data sets. Traditional partitioning
techniques (e.g., uniform partitioning and maximum entropy
partitioning [19]) may not adequately capture the details of
mine patterns. Therefore, this paper has adopted a different
partitioning method that makes use of the physics-based infor-
mation from the statistics as depicted in the three histograms of
Fig. 4. Based on the information contained in these histograms,
the partitioning is constructed by assigning a symbol @ to
high-intensity pixels ranging from 171 to 255 on the gray
scale; similarly, symbol b is assigned to the medium intensity
pixels ranging from 51 to 170; and symbol ¢ is assigned to
low intensity pixels ranging from 0 to 50. As seen from Fig. 4,
approximately 98% of the pixels in the histogram, generated
from the mine region in the geometric model, correspond to the
symbol a (i.e., bright pixels). Similarly, approximately 80% of
the pixels in the histogram, generated from the shadow region
in the geometric model, correspond to the symbol ¢ (i.e., dark
pixels). A majority of the pixels in the background regions of

the geometric model correspond to the symbol & (i.e., moder-
ately dark pixels). Thus, the entire image is symbolized and
represented by a two-dimensional array of symbols belonging
to the alphabet > = {a,b,c}. Symbolization of an image is
described by the following definitions.

Definition 1: Let H 2 {(i,§) :4,j € Ny 2 {1,2...}1 <
1 < m,1 <j < n} be the set of coordinates of an image of size
mxn.LetA 2 {0,1...255} be the set of gray-scale intensity
levels. Then, an image 7 is defined by amap 7 : H —— A.

Definition 2: Let X be the partitioning alphabet and parti-
tioning of the set A be defined by amap P : A —— ¥ such
that each pixel value of the image is mapped to a symbol in ..
Then, the symbolized image is defined by amap Iy, = Po 7
such that 7y, : H —— 3I. For a nonempty region B C H, its
configuration is denoted as Zx(B).

The above partitioning scheme enables robust detection of
mines with a high probability of detection and a very low prob-
ability of false alarms as discussed later in Section IV. Further-
more, this method of symbolization significantly reduces the
memory requirements. The next subsection describes the con-
struction of a probabilistic finite state automata (PFSA) for fea-
ture extraction using the geometric model of mine detection.

B. Neighborhood Modeling

In the symbolized image 7. generated from a typical sonar
data set, every gray-scale pixel is labeled by a symbol o € ¥ =
{a,b,c}. The symbols a, b and ¢ represent three different in-
tensity levels on the gray scale. Let B C H represent a local
region, i.e., one of the four regions: the mine (A™), the shadow
(A?), the mine background (A™*), and the shadow background
(A?%). For each of these regions of the geometric model, a prob-
abilistic finite state automaton (PFSA) is constructed for local
feature extraction from sonar images in terms of the neighbor-
hood of a pixel (¢,j) € B. For example, a neighborhood may
be constructed by including all the elements that form a 3 x 3
square centered at the pixel (¢, 7).

Definition 3: In the discrete topology, the x-neighborhood of
a pixel at a location (¢, j) € B is defined as

Nilis3) ={(",5") € Hemax (li —¢'[,1j —5']) < s} (1)

where k € Ny 2 {0,1,2...} is the neighborhood radius. Note:
No(i, ) is the singleton set {(i,7)}.

Definition 4: Let o;; be the symbol at a pixel location (4, j),
i.e., 0;; = Ix(i,j), for an image M. Then, the configuration
TIs;(H) is modeled as a Markov random field (MRF) if the fol-
lowing two conditions on the probability measure P(e) hold
[31]:

1) P(In(H)) > 0;

2) Ploy|Te (M )1) = Ploy TsWa(i.)/{(5)})

Y(i,j) € H.

Remark 1: The MRF properties ensure that the probability of
a symbol depends only on the configuration of its x-neighbor-
hood, thereby eliminating long-range dependencies.

Definition 5: For x € Ny, let NV,;(3, 7) be a x-neighborhood
of a pixel location (i,5) € H. Then, the (Markov) state ¢;; is
represented by the configuration I's;(N(,, 1)(4,7)).
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Fig. 5. Conversion from symbols (in the alphabet >) to compressed states (in
the state set 5¢). Note: The center state is labeled as s; following the state
compression methodology.

The above definition of state implies that the translation of a
(k — 1)-neighborhood window covers the x-neighborhood. Let
the set of all possible configurations in a (x — 1)-neighborhood

be denoted as the set S 2 {s1,82...55/} of states, where |S|
is cardinality of S, i.e., the total number of states. Thus, at every
point (i, j) € H, the (k—1)-neighborhood window corresponds
to a particular state ¢;; € S on the image, and |S| is bounded
above by |X|Ne-ul e, S| < [Nl the inequality is
because of the fact that some of the states might have zero prob-
ability of occurrence.

In this process, every pixel in a region H can be mapped to a
state, provided that the pixel is not at the periphery of the image.
The transformation of neighborhood symbols to a state is illus-
trated in Fig. 5, where the state is chosen as the configuration
of NV(,;_ 1y with the underlying assumption of a Markov random
field (see Definition 4). Therefore, the “state image” has effec-
tive interactions only between the nearest neighbors.

In general, a large number of states require a high computa-
tional capability and hence might not be feasible for real-time
applications. Both the size (in pixels) of a state and cardinality
|S| of the state set increase with the radius x of the neighbor-
hood and cardinality || of the alphabet. For example, if & = 2
and [X| = 3, then a state consists of [N, 1| = 9 (i.e., 3 X
3) pixels and |S| < [2]Me-nl = 39 pixels. Therefore, for
computational efficiency, it is necessary to compress the set of
states S to an effective smaller set S© by state merging [21] that
enables mapping of two or more different configurations to a
single state. A state merging must preserve enough information
as needed for mine detection, even though it may lead to lossy
coding of the image. State equivalence classes are now defined
in the context of state merging.

Let (i,7) and (¢',j') be two different locations on an
image. The configurations of symbols in N, 1)(4,j) and
N—1y(@',j') are represented by the same state if they have
identical occurrences of each symbol ¢ € X. In other words,
the state denoted by the configuration of symbols in a neigh-
borhood depends only on the types and the number of symbols
and not on the arrangement of symbols in the (£ — 1)-neigh-
borhood. In the previous example, for |[¥| = 3 and x = 2,
the operation of state merging reduces the number of states
to |57 = (IN—pl + [X] = DIV DIIE = D = 55
as compared to |S| = 3% without state merging. A formal
definition of state merging follows.
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Fig. 6. Example of a 3-state probabilistic finite state automaton (PFSA).

Definition 6: For the set S of states, any two states s; € S

and s, € & belong to the same equivalence class £ if

T;(0) =T;,(0) VoeX )
where T (%) denotes the number of occurrences of symbol * €
dinastates € S.

Let the number of states after state compression be denoted by
5¢. Subsequently, a probabilistic finite state automaton (PFSA)
is constructed from the set S such that the states of the PFSA
are the elements of the compressed set 5S¢ and the edges are the
elements of the [S¢| x [S¢| left stochastic matrix I1° = [z5],
where wfk = P(s|s;)|s, i.c., the probability of the state s;
being a neighbor of the state s;. (The superscript denotes that
the state transition matrix II? is evaluated from the region B.)
[Note: ﬂfk > 0Vjkand ), 7TJB,¢ = 1 Vj.] The stochastic
matrix 117 is given as

P(Sl ‘Sl)

51)

P (S'Sc‘

1% = 3)

P (81|8‘SC‘) P (‘;‘Srl

Fig. 6 shows the PFSA for a typical local region B C H. The
transition probabilities P(s;|s;) are computed numerically as
given below

si541) 1 s

]\T(Sl, Sk)
Zz/:1,2.4.|5c\ N(sv.si)

where N (s, s.) is the total number of occurrences of the neigh-
boring pairs consisting of states s; and s;. Note: P(s;|s;) #
P(s1|s1) because P(s;|sg) is normalized over s; while P (s |s;)
is normalized over s;,. As a result, the matrix II is not symmetric
in general, however, it is a stochastic matrix.

P(Sl|sk) = VS],Sk € 8°

4)

C. Feature Extraction

The stochastic matrix 11 associated with the PESA captures
the neighborhood interactions between the symbols in a given
region 3. This stochastic matrix is treated as a feature based on
which the subsequent task of pattern classification is performed.

Construction of PFSA and the corresponding stochastic
matrix II follow the principle of sliding block code [21]. Thus,
PFSA are constructed by sliding the geometric model (see
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Fig. 7. Concept of feature extraction and classification for mine detection via symbolic pattern analysis.

Section II) on the sonar image as depicted in Fig. 7. For every
pixel location (i, j), the geometric model is constructed around
that pixel such that (4, ) lies at the center point of the mine
region. For a certain position of the geometric model on the
image, a PFSA is constructed for each region of the model. For
any pixel location (i, j) on the sonar image, the following four
features (stochastic matrices) are obtained:

1) II™(4, ) is constructed from the mine region ( A™) where
pixel location (7, j) lies at the center of the mine region
(A™) in the geometric model,

2) II°(4, j) is constructed from the shadow region (A*) where
pixel location (7, j) lies at the center of the mine region
(A™) in the geometric model,

3) TI™*(4, 5) is constructed from the background region adja-
cent to the mine (A™"), where pixel location (4, 5) lies at
the center of the mine region ( A™) in the geometric model;

4) T1%%(4, §) is constructed from the background region adja-
cent to the shadow (A>), where pixel location (4, j) lies at
the center of the mine region (A™) in the geometric model.

Thus, each pixel location (4, j) is associated with four sto-
chastic matrices corresponding to the mine, shadow, mine back-
ground, and shadow background regions.

D. Classifier Construction

This section presents construction of a binary classifier for
discrimination of mine-like and nonmine-like objects by using
the four features (stochastic matrices) corresponding to different
regions of the geometric model, as described in the previous sec-
tion. In addition, two stochastic matrices T pfine and Tshadow
are defined as the expected (or averaged) stochastic signatures
of mines and shadows, respectively. These are estimated from
known mine and shadow regions in the training set. The ex-
pected stochastic behavior of the background regions are not
used as they exhibit very large variations. Four scalar measures,

7™, n, p™, and 1°°, that are dependent on the pixel location
(%, 7), are derived as follows:

n" (4, .7) = (Hm(l 7)s ﬁMme) ®)]

n° (4, j) 2 d (11°(4, ), Wshadow ) (6)

"™ (i, j) = d (T (i, ), Mazine) (7

(i) = d (I1°°(i, §), Lsnadow) (8)

where d(e, e) is a valid distance measure between two stochastic
matrices. Possible candidates for d(e, ) include /, [5 distance,
induced operator norm (/1 or [3) or the (possibly symmetrized)
Kullback—Leibler divergence.

The scalar measure (1, j) corresponds to the deviation of
the stochastic matrix II™ (4, j) from the expected mine signa-
ture T pz;ne. This deviation is expected to be small for an ac-
tual mine; however, it could be large for nonmines. Similarly,
7°(%, ) denotes the deviation of the TT*(4, j) from the expected
shadow signature T shad0w, Which is obtained from the region
A®. As in the previous case, smaller values of °(4, j) indicate
the presence of shadows. Furthermore, 7%(4, ;) is defined as
the distance of the mine background IT™*(i, 5) from Iy, ; and
n°t(4,7) is defined as the distance of the shadow background
1%t (4,7) from T shadow. The primary importance of using back-
ground as a feature in identifying mine-like objects is to distin-
guish mines from other large-size objects (e.g., ship wreckage,
rocky bottoms), and artifacts (e.g., those generated from vehicle
roll, vehicle turns and surface returns). Mine-like-objects usu-
ally exhibit greater dissimilarities between the mine (or shadow)
regions and the mine background (or shadow background) re-
gion.

A threshold-based sequential testing scheme has been for-
mulated to classify the observed patterns of the sonar images
into mine-like and nonmine-like categories. Given appropri-
ately chosen scalar thresholds A1, Az, Az, and A4, the following
sequential tests must be satisfied for a pixel (4, ) to be classified
as part of a mine.
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Fig. 8. Comparison of receiver operating characteristics (ROC) for mine detection using symbolic analysis and energy detector. (a) Both /7 AI? and I’p in the

linear scale; (b) FAR in the log scale and Pp in the linear scale.

1) 7™ (4i,5) < Aq: This confirms that the stochastic matrix
IT™ (4, 7) closely matches that of a mine.

2) 7°(i,4) < Ag: This confirms that the stochastic matrix
IT° (4, j) closely resembles that of a shadow.

3) n™b(i,5) > Az or 9°*(i,4) > Ay: This confirms that the
backgrounds adjacent to the mine or the shadow are suffi-
ciently distinct from the mine or the shadow themselves.

A binary decision is made to determine whether the pixel lo-
cation belongs to a potential mine-like object. A number (1 or
0) is assigned to each pixel of the image based on the classifica-
tion as a mine-like or nonmine-like object, respectively. Subse-
quently, a smoothing algorithm is applied to remove the outliers
such that isolated 1’s (that are possibly false alarms within a re-
gion where no other point in the neighborhood is detected as a
mine) are removed. If several 1°s occur close to each other, then
the whole region is clustered together and counted as a single de-
tection. A disk like structure is used for morphological erosion
operation [32] via the MATLAB command “imerode.” In sum-
mary, the algorithm provides a binary decision map for every
input sonar image.

The above four scalar thresholds, i.e., A1, A2, Az, and Ay, are
chosen based on the receiver operating characteristics (ROC)
[33] in Fig. 8 to yield different choices of the probability of de-
tection (Pp) and the false alarm rate (¥ AR), which are de-
fined in terms of percentage of correctly detected mines and
the number of mines falsely detected per image, respectively.
(Note: the size of an image is 512 x 1000 pixels.)

Remark 2: The occurrence of mines in sonar images is sparse,
resulting in orders of magnitude higher amount of data for non-
mines (e.g., background) as compared to mines. Therefore, con-
ventional classification techniques such as support vector ma-
chines (SVM) [23] have not been used because of the high de-
gree of imbalance in the training data set.

E. ROC

To construct the receiver operating characteristics (ROC), a
training data set consisting of 91 images (containing a total
of 100 mines) is considered. These images consist of various

textured backgrounds, with different types of seabed objects,
sand-ripples, and rock outcrops. The image quality is altered
because of distortion induced by vehicle motion and artifacts
caused by beam pattern imperfections. The images (512 x 1000
pixels), in the range of 0 to 255 on the gray scale, are partitioned
to create a symbolized image. A sliding window method is used
to implement the geometric model in Section I and the classifier
described above. For each pixel in the image, a model is con-
structed, as shown in Fig. 7, such that the pixel under consider-
ation is at the center of the mine region of the geometric model.
The PFSA are generated from the four regions (mine, shadow,
mine background and shadow background) based on interac-
tions between symbols at neighboring pixel locations (x = 1)
and four features (stochastic matrices) II™, I1°, II"™® and II°
are obtained.

Remark 3: The images analyzed in this paper are obtained
from low-resolution long-range sidescan sonar data. In these
images, the mines appear as extremely small objects, often as
wide as only 3-5 pixels. As a result, obtaining sufficient data to
populate the state transition matrix of the PFSA depends upon
the number of states. In order to keep the number of states under
check, the neighborhood system with x = 1 has been chosen
because x > 1 would significantly increase the number of PFSA
states, for which sufficient data may not be available (e.g.,in the
exploration phase of mine hunting). However, £ > 1 could be
used for high—-resolution sonar images that capture mine-like-
objects in greater detail when more scan data are available (e.g.,
in the exploitation phase of mine hunting).

For the purpose of feature extraction, the distance measure
between the stochastic matrices is chosen as the /1 norm. Each
of the four thresholds (i.e., A1, A2, Az, and A4), defined in
Section III-D, are varied from 0 to the maximum possible
distance between two stochastic matrices (which is 6 for the
choice of /3 norm) in steps of 0.5. For a certain combination
of parameters, the classification algorithm is executed over the
entire training data set and the number of false alarms and the
number of correct detections are counted to obtain the false
alarm rate (F'AR) per image and the probability of detection
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Fig. 9. Mine detection from representative images in the test data set with different levels of noise (e.g., reverberation, clutter, and artifacts). (a) Symbolic analysis
of arelatively clean sonar image; (b) symbolic analysis of a sonar image with moderate noise; (c) symbolic analysis of a sonar image with high noise; (d) symbolic

analysis of a sonar image with very high noise.

(Pp), respectively. A nondominated genetic algorithm [34],
[35] is used to progressively select the combinations of the four
thresholds to generate a population of feasible points. The ROC
plot is constructed by joining the outermost points on the plot
of Pp versus F'AI? as shown in Fig. 8. Therefore, every point
on the ROC maps to a 4-tuple of threshold values.

In practice, the four thresholds Ay, A2, A3, and A4 are chosen
corresponding to a desired operating point on the ROC. For
subsequent analysis, the thresholds were chosen as A\; = 2.5,
Ay = 3.5, A3 = 4.0 and A\y = 5.5, which correspond to
a probability of detection of 90% and 1.3 false alarms per
image, where each image covers an area of approximately
30 m x 30 m.

For the purpose of comparison, the same sets of images have
been analyzed based on the data generated by an energy de-
tector. This detector implements individual thresholds to sep-
arate both the highlight and the shadow from the background

reverberation and clutter. The energy detector is used in con-
junction with the same geometric model, described in Section II,
to depict the utility of symbolic pattern analysis. A comparison
of the ROCs as obtained by symbolic analysis and energy de-
tector are depicted in Fig. 8. In Fig. 8(a), both F AR and Pp
are in the linear scale; and Fig. 8(b) shows the same ROCs with
F AR in the log scale and Pp in the linear scale. These ROC
plots depict the advantage gained in successful mine detection
with relatively low false alarm rates.

IV. RESULTS AND DISCUSSION

This section presents the results generated upon execution of
the symbolic pattern analysis algorithm on 60 images from the
test data set that is different from the training data set used to
generate the partition, the matrices Masine and T shadow, and
the ROC. As an example, four test images are shown in Fig. 9
with different levels of induced noise contamination, where the
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TABLE I
RESULTS OF SYMBOLIC PATTERN ANALYSIS ON A TEST DATA SET

Description Value
Number of Test Images Analyzed 60
Probability of Detection (Pp) (53/58) > 90%
False alarm rate (FAR) per image ~1.5

results of detection are shown in the right hand side of each plot
from (a) to (d). The analyzed images are binary and consist of
only two symbols O (i.e., absence of a mine) and 1 (i.e., presence
of at least one mine).

In the testing of the algorithm, the mine location reported is
expected to differ to some extent from what is calculated in the
ground truth. This problem is addressed by defining a “tolerance
radius” [10] that allows a detected object to have its centroid
within the neighborhood of a ground-truth object with this tol-
erance radius. Mine detections that are outside these neighbor-
hoods are counted as false alarms; and the mines that are never
detected are counted as missed detections. The tolerance radius
is a characteristic of the objects being sought and the sonar being
used. The tolerance radius is chosen here as the size of an av-
erage mine in the ground-truth file.

Four representative images are shown in Fig. 9, each showing
different levels of background noise consisting of seabed rever-
beration and clutter. A representative set of threshold values
(see Section III-E) is chosen to yield a high detection proba-
bility with an acceptable false alarm rate based on the premise
that a missed detection costs much more than a false alarm.
Tests show that the algorithm is capable of detecting mines in
a high concentration of seabed clutter, including mines buried
under vehicular artifacts. The algorithm has been executed on
the entire set of test data with the same values of representative
thresholds; Table I lists false alarms and successful detections
with 53 successful detections out of a total of 58 mines (i.e.,
Pp > 90%), while the false alarm rate (' A I?) is approximately
1.5 per image (1000 x 512 pixels). With alternative choices of
operating points on the ROC curves, the mine detection proba-
bility can be increased at a modest expense of increased F'AIR.

Remark 4: The algorithm presented in this paper has been
applied to the sonar images without any preprocessing. Appar-
ently, the performance (e.g., reduced FFAR) could be further
improved if adaptive clutter suppression filters, such as those
described in [36], are used in the preprocessing stage.

Remark 5: In practice, the proposed algorithm could be used
in conjunction with other state-of-the art techniques for the pur-
pose of mine detection. Information fusion algorithms that com-
bine detections from various classifiers have been shown to
yield a better ROC [37], [38]. The decisions derived from the
proposed algorithm, could benefit the overall performance if
they are made in conjunction with information fusion, especially
because this algorithm is based on significantly different princi-
ples from other reported algorithms such as those used in [39].

V. SUMMARY, CONCLUSION, AND FUTURE WORK

This paper presents a symbolic pattern analysis method for
detection of underwater mines using sonar data in the form of
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images. Underlying algorithms of pattern analysis are formu-
lated based upon the concepts derived from symbolic dynamics
and automata theory. Specifically, the paper presents a method-
ology to construct probabilistic finite state automata (PFSA)
from two-dimensional (i.e., image) data sets that have been sym-
bolized using a physics-based partitioning scheme. These PFSA
represent the underlying features of data such that their proba-
bilistic structure (i.e., the state transition matrix) evolve at dif-
ferent spatial locations in the image.

A key aspect of this paper is construction of a geometric
model for mine detection in sonar images. Different regions in
the model are carefully chosen to match the sizes of the objects
and other relevant features (i.e., shadow and clutter) that are to
be detected. The observed patterns corresponding to different
regions of the geometric model are then fused in a classification
scheme to make binary decisions as mine-like and nonmine like
categories, especially in the exploration phase of mine hunting
operation when the available data are limited and low resolu-
tion.

The algorithm has been tested on different images of 512 x
1000 pixels (900 m?). The probability of correct detection of
mines is found to be ~90% with an average of ~ 1.5 false alarms
in each image. These results show that the algorithm is capable
of detecting underwater mines with a low probability of false
alarms in different images that have varying degrees of noise
and seabed clutter.

The major advantages of the proposed pattern analysis algo-
rithm for underwater mine detection are delineated below.

1) Performance of the statistical symbolic pattern analysis al-
gorithm is robust with respect to both noise and echo ar-
tifacts in sonar images because of coarse graining of the
sonar data. Furthermore, this algorithm is robust to varia-
tions in the mine characteristics such as size and length of
the shadow provided that they are within specified bounds.
Performance of the algorithm has also been tested to be ro-
bust with respect to the locations of segment boundaries
of the partition. The important aspect of the physics-based
partition is that it corresponds to the three characteristic
features, namely, mine, shadow, and the background.

2) The algorithm is computationally efficient in terms of exe-
cution time and memory requirements as a consequence
of small alphabet size and a small number of states in
probabilistic automata. As such, the algorithm can be pro-
grammed and powered on small microprocessors and im-
plemented on-board for real-time application on an un-
manned underwater vehicle (UUV).

3) In contrast to traditional Bayesian methods such as the
likelihood-ratio-test, the symbolic pattern analysis method
does not require a priori knowledge of probability distri-
butions for characterizing mines and nonmine-like objects.
Specifically, because of the design of geometric models,
the proposed algorithm is applicable even if the unknown
probability distributions are multimodal.

Further theoretical and experimental research is necessary be-
fore the proposed algorithm could be considered for implemen-
tation in the ocean environment. While there are many such
issues in this regard, the following topics are under active re-
search:
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 application of cross validation techniques to verify the ro-
bustness of the classifier;

* testing under real-life scenarios that include varying bathy-
metric properties, various ocean depths and different sea
states;

* testing of the algorithm performance for simultaneous en-
hancement of successful detection and reduction of false
alarms through additional measurements such as multiple
scanning from different angles;

* improvement of image segmentation into three symbols
{a,b, ¢} through usage of noise distribution models as de-
scribed in [40];

* enhancement of algorithm performance through usage
of flexible and adaptive geometric models (e.g., varying
shadow lengths) to account for changes the in the height
above bottom for the detector in addition to implementing
a range dependant geometric model;

+ extension of the present algorithm with x = 1 for limited
data (e.g., in the exploration phase of a mine hunting oper-
ation)) to that with x > 1 for high-resolution sonar images
to capture mine-like-objects in greater detail when more
scan data are available (e.g., in the exploitation phase);

» comparison of the proposed algorithm with other detection
methods such as those described in [41].
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