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Self-Reference in New Criticism and Deconstruction
I Introduction 


In the forties, a group of critics known as the “New Critics,” became influential in American academics. The New Critics includes such figures as John Crowe Ransome and Cleanth Brooks. They were distinguished from their predecessors by taking the literary work as a text to be studied apart from its relations to the world and human edification. In particular, the referential aspects of literary works exterior to the text were relegated to secondary considerations, at best. So, for instance, in discussing a Donne poem, New Critics would be little interested in whether Donne’s description of love was accurate of seventeenth-century English life-styles, but very interested in the ways features of the poem function together. They were especially interested in how the poem itself instantiated the theme of the poem. Such self-referentiality was not new in criticism. Perhaps most famously, Pope’s  Essay on Criticism partially consists of lines like, “A needless Alexandrine ends the song,/ That, like a wounded snake, drags its slow length along.”1


Implicit in the notion of taking the poem itself as an art-object is the opening of questions about the reference of a literary art object. Since the interest was in the text as such, the New Critics rediscovered that interpretations that treated the text as self-referential were illuminating. The interest in the text itself led to explorations of the possibility that the figures and structural features of the literary works constituted systems of thought, much like theories. The examination of various sizes of literary production from individual poems to life-works produced something plausibly like such literary-world-systems in various author’s works. New Critical investigations were particularly interested in the traditional aesthetic value of unity, and a constant theme in their analyses is showing how the various features of the art-object as such exhibit hidden unities in the diversity of elements that constitutes a text.


Deconstruction, I will argue, continues the work of the New Critics. However, the deconstructionist critic looks for ways in which partial systems fail of coherence and completeness. That is, both the New Critics and the deconstructionist critics examine “systems” implicit in literary works, but find and expect to find different results. The literary deconstructionists found contradictions and other incoherencies in works of literary art. Thus, the aesthetic of unification of diversity is challenged. From the point of view of this paper that difference is a difference that conceals a broad agreement in the conceptions of language and texts.


New Critics and deconstructionists share a concern for the text as such. But they also, I argue below, share a conception of language that substantially departs from the tradition both in literary criticism and philosophy of language. Roughly speaking, both kinds of critic are committed to the view that language is as illuminating as forms of meaning get; that there are no meanings communicated by language that are more directly meaningful than language itself. This resemblance is striking enough to justify regarding deconstructionist criticism as more closely allied to New Criticism than to any other style of literary criticism. That is, while it is true that deconstructionists depart substantially from the New Critical hope for complete theories, the underlying conception of what literary criticism is working on is the same, and is, in literature, the innovation of the New Critics.

A sign or word or significant mark has a dual nature. A sign indicates something other than itself while it is also a thing among those others, and so can itself be designated by a sign. When it happens that a sign is the object of its own pointing, the sign is self-referential. The possibility of self-referential signs illuminates the nature of systems of concepts both in mathematical logic and in literary theory. 


Self-reference is the device by which the famous paradoxes as well as the fundamental results of twentieth century mathematical logic are arrived at. This is not to say that self-reference account for the phenomena, but rather that the phenomena turn out to be discoverable by using self-reference, at least in the earliest formulations of the proofs. The original proofs of the famous metatheorems depend on criteria of interpretation which expand self-reference, so that texts which are not obviously self-referential turn out to be so on interpretation. 


Deconstructive literary theory uses terms like "unreadability" and "undecidability" to describe analogous features of literary texts.2 It supports this figural extension of mathematical concepts by considerations about figuration, narrative, and other aspects of texts that have been taken to constitute systems. The explicit appeal to self-reference supports more intuitive deconstructive demonstrations, in the cases of particular texts, of the lack of meaning-fixing foundation, lack of systematic coherence of metaphors and imagery, and lack of narrative coherence.


"Self-reference" in literature and literary criticism has a long history. A text can talk about itself specifically, as a sonnet may call itself "this paltry tribute;" or about texts generally, as when Plato condemns writing, or it may "break frame" and comment on its fictionality, as Calvino's If on a Winter's Night a Traveler does. Much self-reference of interest to critics is less transparent. The text has a "surface" reading which makes it about something other than textuality, poetry-writing, or poems. But the subtle reader sees that it is really about these very topics, that it is self-referential. This sort of allegorical reading of poems is a tradition among New Critics, for instance. "Surprising," allegorical, "non-surface" self-reference is also a specialty of deconstructive critics such as Geoffrey Hartman and Paul de Man.


The metaphorical extensions of the meta-mathematical notions of self-reference, undecidability and incompleteness by deconstructive literary theorists seem to me to be defensible. Literary theory of the New Critical and Deconstructive kind, like meta-mathematics, treats texts as objects and focuses on intrinsic features of texts. Specifically literary rather than mathematical arguments reach analogous results because of analogous phenomena. Furthermore, the famous paradoxes and metatheorems support the results of deconstructive literary theory in the negative sense that the mathematical systems investigated by meta-mathematics are best-cases—if there is lack of completeness there, then in less-organized systems such as a system of tropes, nothing better could be expected. In both mathematical and literary texts, there is no magic-language anchor to prevent self-referential interpretations, and in both cases those interpretations show a failure in principle of certain formal dreams. 


Underlying the literary arguments about grounding and self-reference, I think, is an attempt to work out the consequences of the wide-spread literary insight that words are the fundamental meaningful items. Literary studies, after all, studies words qua words. The thought that the words are what matters and not something behind or above them, is a characteristic motif of critical writing. This insight is expressed, for instance, in Brooks's denial that paraphrase of a poem is possible. 



Literature is not a well-defined kind, but is a rhetorical take on a text, the "literary reading." We can read the Bible, the Iliad, or the Constitution as literature. So literature is continuous with other kinds of discourse. What is special about "literary reading" is that alternative rhetorical forces stand out more obviously. So, conclusions about philosophy of literature can be expected to apply to philosophy of language generally. The philosophy of language which takes seriously the idea that words, material signs, are not separable from their meanings has yet to be worked out. This essay is the beginning of an attempt to see what such a philosophy of language would look like.


I proceed by three stages: 


First, for readers who need an informal explanation of the meta-mathematical results themselves, I have attached an appendix sketching some of the meta-theorems, including the Tarski result and the Godel Completeness and Incompleteness results. This section may be skipped by anyone already familiar with these famous meta-theorems and by anyone offended by presentations of results without proofs.

Second, I describe a line of literary argument that removes the privilege of the "literal," shows a kind of multiple reference Derrida calls "dissemination," and opens the possibility that languages and texts do not form systems. This argument will be essentially a sketch, since a full philosophy of language which coheres with the insight of premise A) below would be required to make the sketch an argument. 


There are two premises for this argument-sketch that comprises the second part of the argument of the paper:


 A) The argument uses the New Critical insight that works of literature cannot be paraphrased in a way that captures what they say. I argue that this in effect eliminates senses and makes words the "bottom" level of representation. So the unparaphrasability premise undoes the hierarchy of literal base-meaning and figural extended meaning in literary works. Then the various "figural" readings of a text will be correct readings, including the reading that makes the text a figure for itself or for writing. The impossibility of paraphrase eliminates an ideal realm of meanings as something non-language-like standing behind texts, which could fix the kinds of analogies and resemblances that arise among words and texts, and thus restrict figuration and allegory.  Thus also, the coherence and system such an ideal realm could impose on language is unavailable. 


B) Another source that could impose its structure to privilege the "literal," keep the wanderings of metaphorical extension of reference within the bounds of natural analogies, and force coherence on language and texts would be the natural world of objects. The second premise needed for the argument throughout is that the objects of our world already come "theory-laden," that is, language laden. "Nature," then, cannot provide a privileged literal meaning that prohibits self-reference, cannot control figuration, and cannot guarantee that the language or textual system can form a single complete and coherent system. 


From premises A) and B) it seems to follow that language is constrained neither by the ideal realm of senses nor by the world of natural objects. The inadequacy of constraint to a coherent system is manifest in three related failures: Failure to establish a privileged meaning for terms; failure to restrict the wanderings of figuration; and failure to guarantee coherence in a total complete system.


One role of this whole first stage of the argument is to show that there is nothing that saves literary language from the application of meta-mathematical results. That is, nothing fixes literary reference in a way that makes reference helpfully more externally determined in literature than in mathematics. Literature and mathematics alike, for instance, necessarily lend themselves to allegorical or metaphorical mappings.


The argument moves from considerations about "disseminations" to the question of the coherence and completeness of the formal structures that have been alleged to characterize texts and language. The two external sources that would guarantee that texts and languages can be complete, formalizable systems fail. Without the guarantee, one can hold either that interpretations of texts form internally coherent systems or that they cannot do so. I discuss some of the ways Paul de Man has supported the thesis that textual systems are incomplete. 


Second, I argue that the thesis that texts must fail to form coherent complete conceptual totalities is shown by the meta-mathematical results. The arguments leading to and using self-reference are as well-founded in literary theory as in mathematics. Thus the failure of closure and completeness illuminated by self-reference shows something important about literature and (arguably) the rest of human language.


The units of this literary allegory of mathematical logic are rather poorly defined. Roughly, texts, single works, can be construed as like a mathematical theory. In fact, as I will eventually conclude, there is nothing that will be quite like a theory in the mathematical sense of a set of sentences. The larger units of language such as an oeuvre, a discourse and a culture's whole set of language games, corresponds for some purposes to a logical language. Now, since nothing really fits "theory" and nothing really fits "language" in the logical sense, all that the distinction between text, discourse, and language will amount to is different degrees of diversity of authorship, beliefs, regularities of language use, and so on. Thus I will generally use these terms interchangeably.


The idea of applying mathematical results to literary theory has usually been taken backwards: To apply the meta-theorems, it is thought, literary texts need to be enough like mathematical languages that the mathematical results will apply. But literary texts lack such features as being closed under logical consequence, for instance. 


The meta-theorems in question, though, are negative--they are claims that completeness and coherence of various kinds is lacking. Relative to a literary text, a mathematical theory is a "best case." If there is incompleteness, groundlessness,3 and lack of system in the formal languages of mathematics, then there is no hope that a perfect and complete system could underlie a literary work. Whether this negative result from mathematics holds of literature depends on whether something saves literary language from the Tarski paradox and the incompleteness results.


To be saved from Tarski, literary language needs to be able to isolate self-reference and thus to isolate the lack of groundedness self-reference indicates. That is, the global collapse Tarski showed only holds for systems that are closed under logical consequence. Since literary texts and languages are surely not systems in that sense, it could be thought that the self-referential problem areas resulting from the universality of the truth-predicate could be isolated and thus restricted to some odd areas.


Similarly, one could claim that the mathematical incompleteness results hold because mathematical theories are not tied to "intentions" or to real world objects, thus allowing arbitrary assignments of expressions as "meanings" of numerals. 


The third stage of the argument shows that exactly those special features of literary languages are lacking. Self-reference and lack of groundedness are ubiquitous, and cannot be isolated precisely because constraints on reference either from intentional idealities or from the natural world are lacking for literary texts. That is, the dislodgement of literary reference from ties to intentions or to natural objects shows both that Tarski's discussion applies to natural language and that Godel incompleteness results undermine the possibility of total systems in literary texts.

II  A Sketch of Some Meta-Theorems: The Use of Self-Reference in Meta-mathematics


There are two ways in which the question of reference in mathematical arguments is addressed: The first takes terms to have references by "definition," stipulation, or "intended interpretation." In the first subsection I show some reasons why this postpones questions rather than answering them. The second, adopted whenever reference is really an issue, takes the terms of a mathematical discourse to refer to a set of objects just in case those objects are a model of that discourse. By Skolem's Theorem, there will be multiple equally good assignments of references to mathematical terms. Among those multiple references, for interesting languages, are the very expressions themselves. So self-reference is unavoidable.


The semantic paradoxes and the set-theoretic paradoxes show groundless reference most clearly. Tarski argued against the very possibility of a consistent use of "true" for languages which contain their own metalanguage."A characteristic feature of colloquial language...is its universality....These antinomies seem to provide a proof that every language which is universal in the above sense, and for which the normal laws of logic hold, must be inconsistent..."5 This paper argues that Tarski is deeply right.


There have been numerous objections to this remark about natural languages. Natural languages are not going to collapse under the impact of isolated contradictions, because the principle needed for such collapse, that a theory contains all logical consequences of its components, does not apply to texts or discourses of natural languages. We can tolerate inconsistency in our beliefs precisely because we do not believe the consequences of what we believe. So, someone might argue, since many portions of our language are all right, and we are not always talking about our very sentences, the untoward consequences of taking our truth-predicate to be a theory can be ignored. We can still talk about truth and falsity using that predicate, without worrying about the problem cases. 


I will argue that both the Tarski paradox and the Godel incompleteness result do apply. Literary language is in fact ungrounded in exactly the ways needed to upset attempts to isolate groundlessness and self-reference. Groundlessness is in principle everywhere. Non-standard legitimate interpretation, including self-reference, is ubiquitous, and the lack of groundedness that such non-standard interpretation reveals likewise infects every part of language.

a) Stipulation


The familiar solutions for the semantic and set theoretic paradoxes restrict self-reference by constructing hierarchies of levels of objects and levels of languages with terms denoting those objects. My problem with these solutions, construed as accounts of how actual languages, formal or not, can avoid paradox, is that the notion of "setting up" such a language requires a background language (in which the stipulations are made) whose coherence, univocity, and lack of capacity for metaphor has to be assumed. But if Tarski is right, those meta-languages, i.e. the English and German of my logic books, are corrupt.


The hierarchies designed to solve the semantic paradoxes  assume that the references of terms and predicates of languages are subject to acts of will or fiat, what is called "stipulation." In order to avoid the semantic paradoxes, a hierarchy of languages is constructed so that the place of a language in the hierarchy is defined by the level of objects referred to by terms in the language.6  So, the Liar Paradox, "The sentence on this page in quotation marks is false," cannot be formulated in any language which is a member of such a hierarchy, because that language is semantically fixed so that there can be no reference at level n to objects at level n.7 


Formally, "semantic fixing" is just the selection of a mathematical function8 Reference relations are defined as functions from expressions to objects, so the hierarchy exists in virtue of being a mathematical structure, a complex set. So the solution to the paradoxes via hierarchies says that a mathematical structure exists which could be the reference-structure of a language without paradox. 


But how do we bring it about that any actual language, whether mathematical or "natural," embodies such a structure?  The sincere promises of the stipulators take place in a language subject to interpretation, to determining what function is in fact the reference function for that language. So, stipulation only fixes a given function relative to a meta-language in which the references of terms are already fixed.


Appeals to "intended interpretation" are essentially appeals to another background language in order to fix which function is the reference function for the language. If the intentions which determine "intended interpretation" are semantically structured, then every difficulty with interpretation of languages obtains with the interpretation of intentions. It makes no essential difference even if intentions are in spirit-stuff notation. The only kind of intention which could found which function we have in mind would be an intention formulated in a magic language of thought whose tokens fix interpretation by their very essence, as Aristotelian nous tokens do.

b) Models and Reference:


Failing a magic spiritual grasp of essence, the criterion for reference or "aboutness" of a mathematical discourse must be a formalization of the "fit" of a discourse with what it is about. This mathematical concept of "aboutness" or "fit" is defined by model-theory. 


Very roughly,9 model theory decrees that an interpretation of a language is an assignment of entities to terms and classes of such entities to predicates. A "theory," as a mathematical term of art, is some subset of the sentences of a language. A model of a theory is an interpretation on which all the sentences of the theory are true (relative to a meta-theory). A model is given in a meta-language, so that which objects are in question is only as clear and unproblematic as the referents of terms in the meta-language.


The model-theoretic notion of aboutness amounts to a precise account of the criterion that a theory is about what it fits. A theory is about whatever the theory would be true of. By the Skolem-Loewenheim Theorem, more than one array of objects can be a model of any theory. That is, the criterion of "fit" will not select a single referent for a given theory. Thus, the references of terms of a theory are always relative to a choice of interpretation, with no particular assignment privileged by "best fit." Similar remarks apply to the terms of the language in which the interpretation takes place. By the criterion of fit, such "regress to a background language," and the consequent expansion of what can refer to what, relative to alternative choices, cannot stop with a founding language whose references shine through transparent terms.


This multiplication of what refers to what is made plausible by the "abstract" character of mathematical discourse, which isolates it from sensation and from likely candidates for causally-fixed references for mathematical singular terms.  For mathematical aboutness, as both Paul Benacerraf and Hilary Putnam have pointed out,10 all that matters is the structure.

c) The Completeness and Incompleteness Results


 Given this account of what it takes for a theory to be about a subject matter, it turns out that mathematical theories of a certain expressive richness are unavoidably about themselves, among other subject matters. This necessary self reference can be used to show a kind of completeness and a kind of incompleteness: 


First, the completeness: The Godel Completeness Theorem for first order functional calculus is a proof that the consistency-testing procedures of the first order functional calculus will show a set of sentences to be consistent if and only if there is in fact a model of that set of sentences, a way of understanding the terms and predicates according to which all the sentences in the set are true. 


The proof that this is the case works by taking the expressions generated in the consistency proof as the objects to which those very terms in the proof refer and generating extensions of predicates from occurrences of sentences in the consistency proof. Then it turns out that the proof sequence itself provides a model of the set of sentences being tested for consistency. The expressions of the language themselves constitute a domain of objects for that very language of exactly the right number of items to go with the predicates and terms required by the consistency proof.


Second, the incompleteness: The Godel Completeness result showed that theoremhood coincided with logical truth. "Logical truth" differs formally from ordinary truth in that for many sentences, neither they nor their negations are logical truths.  In richer languages, ones "adequate for arithmetic,"11 one might hope to show that theoremhood coincided with arithmetical truth. Arithmetical truth, though is like ordinary truth, since we suppose that for any arithmetical sentence, either it or its negation is arithmetically true. "Completeness" for languages adequate for arithmetic means that proofs exist for each of the truths of arithmetic, i.e. half the sentences formulable in the system.12 

 
In a theory adequate for arithmetic, an interpretation of the numerical terms can be given so that, under that interpretation, some numerals also refer to expressions themselves. A mathematical relation can then be defined which holds between numbers A and B, systematically paired with expressions a and b, just in case a is a consequence of expression b.  The condition of being adequate for arithmetic guarantees that the language will have predicates which represent the logical consequence relation and thus "is a proof" and the open sentence "there exists a proof of __."13  So, the numerical terms really mean expressions as well as numbers. Systematically, the numerical relations obtain if and only if the relationships among expressions hold, so the expression means each one, equally.14 

 
Godel's proof15 shows that, for any axiomatization of such a theory, sentences expressing their own unprovability from those axioms can be expressed. Such sentences are unprovable in that axiomatization. Given that the theory says only truths about arithmetic, such sentences must be true. So, for any system whatsoever, some arithmetical truths are unprovable within that system.  



Thus the paradoxical self-referential sentences are unavoidable, in the sense that their existence is guaranteed by the mathematics. As long as the mathematical relations exist and the relations among expressions obtain, the mathematical language will contain these sentences. 


Self-reference for such languages, then, is not an accident that can be repaired by ruling out such sentences, because the subject matter of the sentences, by the very criterion that determines what sentences are about, must also be those sentences. Putting things differently: The possibility of language turning back on itself is built into the expressive powers of the language. The lack of completeness with consistency, the lack of total systematization, depends on such possibilities of self-reference.

III ...And Literature?


The argument for the relevance of mathematical results to claims about the existence and significance of ungroundedness and unavoidable self-reference in literature requires that some apparent disanalogies between literature and mathematics be shown not to exist or not to matter. 


Literary theory treats texts from natural languages whose approximation to "systematization," "proof procedures" and "isomorphisms" are extrapolations from social practices of what is said when. Such social practices reflect power relations, probabilistic organisms, and so forth. To say the least, any analogues of mathematical notions are not so sharply defined as in mathematics. Thus, for instance, the correspondences (e.g., between characters and sets of virtues and vices) which justify construing a tale as an allegory may not be analyzable as term to entity and predicate to class mappings. 


Mathematical languages are formalizations of such natural languages, which formalizations can be imagined to involve perfectly regular speakers talking about a perfectly intelligible well-defined subject matter.


There are two kinds of applications I need to defend, the Tarski result and the Incompleteness result. In the application of the Tarski result, the difficulty is that the dire consequences seem only to hold for formal languages. In the incompleteness result, the argument only seems to work if reference is determined for natural languages in much the way it is for mathematical languages. Both difficulties are dealt with by the same considerations about reference.


First, with respect to the application of Tarski's remarks:
It seems that the non-formality of natural languages would protect natural language texts from the consequences that mathematical theories suffer from the existence of contradictions. In non-formal language texts, where there is no demand for closure under logical consequence, perhaps contradictions need not ruin an entire text. A contradiction need affect only the claims with which it is directly involved. In fact, the existence of hidden contradictions is the must usual state for a set of beliefs, construed as a text. 



For protection from Tarskian groundlessness, natural languages would need two things: 1) A way of isolating the effects of contradictions that arise from the universality of the language and 2) a way to keep control of what is self-referential, so that there can be stable, well-defined areas which are clearly not about themselves or about discourse. More generally, they need a coherently traceable reference relation.


The isolation of contradictory elements seems possible because parts of language, for natural languages, seem to be tied to intended senses and to natural referents. Thus they seem to be true and false independently of relationships with the contradictory sentences. That is, from the fact that "My hair is blue" follows from a contradiction which I happen to believe does not mean that "My hair is blue," gets included in the text of my beliefs.  


Intended senses and natural referents would also keep self-reference in control, since they themselves are clearly not self-referential, being well-grounded in the world and in concepts. Furthermore, they would provide natural grounds with which to keep coherence in trails of reference.16 So, the dire effects of Tarski's strictures on universality need not undermine an author's text or a language, a culture's text, if reference and sense can be tied to unified and clear grounds in intentional idealities or natural objects.


Second, with respect to the incompleteness results, the formality of mathematical languages seems to make application direct.  While the application of a positive result, such as a completeness result, would require showing that natural languages were, despite appearances, relevantly like the formalization, the application of a negative result requires no such adherence to a form. That is, if there is incompleteness and lack of system even in the formalization, so also must natural languages lack totality, unless some natural language property makes the devices in the formalization fail.


Such a natural property would be a tie to referents that blocked the self-reference arguments by privileging the "real meaning" and "real referents." Natural language texts, it might be argued, are not incomplete because they really don't talk about themselves, except in rare cases. There is more to the senses of natural language terms, and more to the world to which natural languages apply than structure, it might be held. Unlike mathematical languages, natural languages seem to have intentional meanings and ontologically privileged designations for many of their terms and predicates. Thus their meaning is hierarchical, stable, and forms a coherent whole because of the stability and reality both of the idealities themselves and of the referential ties of concepts to the real world with its pre-conceptual relationships and properties.


To apply Tarski and Godel to literary texts, then, we must show that literary texts are not sufficiently tied to ideal meanings or independent real-world referents and that therefore self-referential outbreaks of this un-grounding can always be expected. Without those ties, the ability to keep self-reference isolated, and to maintain clear areas where none of the meta-linguistic effects can undermine groundedness would be destroyed, since non-relationally determined senses and referents are the only way to keep isolation and to prevent self-referential interpretations from making paradox in new places. Thus Tarski's criticism of natural languages, though perhaps not borne out in detail, given that natural languages are not closed under logical consequence, is borne out in spirit.


The loosening of the apparent privilege of the natural tie of natural language to ideal senses and natural referents is essential to make the reference of terms of natural language texts multiple so that texts can generally be read as self-referential and so necessarily incompletable and resistant to total systematization.


 Any causal constraints on reference are weakened by the remoteness of the topics of conversation from objects with plausible essences by nature. A theory that holds that there are "essences by nature" ascribes to entities criteria of existence (i.e. a line between accidental, survivable change and essential change) in virtue of their own nature. But "essences" amount to natural necessities, and natural necessities are natural laws. So the objects that have essences are the micro-particles of physics, not the medium-sized physical things of the lived world. Without essences, there cannot be the sort of strict natural kinds of well-defined objects that could plausibly fix well-defined sets for extensions across widely differing cultural opinions about objects. Thus, "medium sized objects" are constructs even if a causal theory of reference is true at some level. This means that the world of objects cannot function as independent sources to fix references, at least for literary works.17  For medium-sized objects, we can only expect nominal essences, to use Locke's term.


While there are numerous metaphysical arguments for a loosening of the "natural" reference relation, arising from Quine, Davidson, and Derrida,18 there is an argument with clearer connection to literary concerns which gives a better explanation of why important literary theorists began to think in different ways about language and meaning. The next subsections give this argument. 


The argument in the next four subsections uses two strategies: First, Cleanth Brooks' thesis in “The Heresy of Paraphrase” and other essays in The Well Wrought Urn is read as the thesis that there are no concepts in the philosophical sense. Thus, there are no constraints among idealities on what words and texts can mean. Second, objects are not given, and so are not by nature alone the same or different in kind. Thus nature does not fix the way things can mean either. This is not to deny that there is more to the world than words, but rather to claim that the world of medium sized objects we live in is always already meaningful, that is, contaminated with the linguistic. Thus, I argue, "natural analogy" and "natural referents," since they are not outside language, cannot provide systematic limits on allegory and figure.
A) The Heresy of Paraphrase: the Loosening Ties 


In the articles collected in The Well-Wrought Urn, Cleanth Brooks argued that the meaning of a poem cannot be given by a paraphrase. A rendering of the poem into any other language would create an object with a different meaning. As Brooks says,19 “The poem communicates so much and communicates it so richly and with such delicate qualifications that the thing communicated is mauled and distorted if we attempt to convey it by any vehicle less subtle than that of the poem itself....if we are to speak exactly, the poem itself is the only medium that communicates the particular `what' that is communicated. The conventional theories of communication offer no easy solution to our problem of meanings: we emerge with nothing more enlightening than this graceless bit of tautology: the poem says what the poem says.” 


 Sensitive readers throughout history have had intuitions similar to Brooks's. Those who, with Wordsworth, hold poetic language to be, "...an incarnation of thought..."20  rather than clothing, endorse essentially the same view of the relation of the particular language of the poem to the meaning of the poem. I regard Brooks's thesis as a clear expression of the central literary insight, whose consequences are absolutely incompatible with all philosophies of language that postulate meanings as magic-language entities expressed by words.


Some accounts of the "unique meaning" of a poem imagine "poetic" meanings which poetry is peculiarly equipped to express. But Brooks' problem is not that of establishing a unique language or system of meanings which only poetry can express. For within such a poetic system of meanings there could well be synonyms and thus paraphrases. So, on such "special kind of meaning" accounts of how poems mean, two sonnets could say exactly the same thing, so that one was an exact paraphrase of the other. So, appeal to a special domain of poetic meaning can not explain why paraphrase is inadequate. 


Brooks cannot be interpreted as just another "poetic meaning" theorist who proposes complex poetic intentional objects, for such objects would undermine Brooks' doctrine of the unparaphrasable poem. Brooks' thesis in "The Heresy of Paraphrase" is that there is no meaning-preserving replacement for the precise words of the poem. The simplest construal of this is that the account of meaning must cite the words themselves, not some mysterious magic surrogate. A satisfying explanation of why a poem cannot be paraphrased must make words themselves the elementary meaningful items, unassisted by anything like Fregean. 


 The poem means something that cannot be meant by any other sequence of words. But then we have a meaning for each such sequence of words, a meaning that could not exist without those words. The notion of the meaning of the poem as something distinct from the language that the language signifies is thus redundant.


Brooks' thesis, then, drops concepts or meanings in favor of words. But there are important differences between words and concepts, construed as Fregean senses. Words, as concrete and material, have indefinitely many features, and lack the magical property of being by their very nature such as to select a particular referent. That is, the replacement of concepts with mere words gives the basis of meaning all the features by which words "go beyond" concepts. All that pertains to words which is not "part of the meaning" or "part of the cognitive content" is imported into the basis of meaning. So, for instance, the obvious basis for distinguishing the rhetorical from the logical connections among words is lacking,21 if poems cannot be paraphrased.


Given an account of meaning which thus denies that there are magical meaning tokens behind words, the failure of paraphrase follows from the non-identity of distinct sequences of words. Poems have unique meaning because they are unique sequences of words, and words (construed as cultural objects with histories, involvements in power relations, and so forth) are their meanings. 

B) Tropes and the Loosening of Reference


Brooks's thesis requires some substantial revisions in received notions about figuration. If what the poem says is unparaphrasable and the poem is its language, then what the poem says is inseparable from its figures of speech and the figuration of the text is essential to its meaning. That is, suppose it is no accident that the poem cannot be paraphrased. Suppose it doesn't just happen that there is no literal term for the figurative use of "blind mouths." Then there is no extra language we could have which would express literally the meaning of the poem.


According to theories with extra-linguistic, uninterpretable meanings, any meaning can be paired with some term, so anything can be said literally, if it can be said at all, including the most beautiful thoughts.  


So on such theories, there are exact translations of poems, and possible exact paraphrases. Here might be how that would work: Whenever an unparaphrasable metaphor is produced, the Poetry Committee coins a word or a phrase that will mean exactly the same thing literally. So "blind mouths" becomes "orthven rosetter," and we have an accurate, literal way to say what Milton meant. If there were poetic meanings conveyed by but not identical with poetic passages, terms could be stipulated to express those Fregean senses. Something is wrong with such a proposal, as every sensitive reader of poetry knows.

Since Brooks' theory denies paraphrasability, some other account of what figure is and how it works is necessary. If the poem expressed concepts, those concepts could be literally expressed. If figuration is irreplacable, something different from the traditional must be the case about "literal" and "figural."


A further consequence of the words replacing the concept is this: All of the metaphorical, allegorical and figural meanings of the poem are equally part of the meaning of the poem. There is then no obvious separation of the "cognitive" part of the word from the accidents that lend themselves to word-play, figuration and allegory, so there is no clear basis for giving special status to the literal meaning. "Literal meaning" is what is fixed by the unadulterated conceptual content of a word, so the replacement of concepts by words removes the accepted understanding of the "literal." "Literal" will have to be defined in terms of what persons say in what situations, unless something like "normal" situations can be defined. 


With nothing better than words, truth definition still gives the meaning of figurative and literal language perfectly well. Both sides of a truth-definition consequence have multiple rhetorical readings. The meaning of, for instance "blind mouths" is given by the formula: "blind mouths" is true of a collective x if and only if x are blind mouths. Brooks' thesis, following Davidson, allows no difference in meaning between literal and figurative uses of language, since there is no more finely grained meaning than that of language itself. Still another way to see this: If there were the alleged distinct literal and figurative "meanings" of a text, then beneath that text would be further "texts" (in the language of thought or concepts) which gave explicit literal renderings of the literal and figurative meanings.


This view of the meaning of a text loosens the reference of a text so that the text can be about itself as well as about mouths and blindness. The mechanism for this loosening is the "turning" which still seems to constitute the essence of tropes. Metaphor and troping generally must be still construed as a displacement even without the ontology of meanings. So, a text with its figural ways of being understood or meant is displaced, and so is already also about something else. The next section shows how turnings can turn without an external proper meaning to turn from.

c)Groundless Troping


Multiple meanings are nothing new. Dante, Philo, and virtually the whole history of interpretation agree that a text can be read on several levels. On traditional theories, though, the "level" metaphor is taken seriously. The displacements of "levels" of meaning are displacements from a privileged and unproblematic origin. This origin has two aspects:


 The first requirement of the traditional theory was concepts behind words. The fundamental meaning of the text was the literal meaning, which was the base from which other levels of meaning were built. This base was held to be the transparent, literal meaning of the text.


The second requirement was a realm of given pre-linguistic objects, with their natural resemblances, that were the literal referents of the terms. The pattern of relationships that were already there in the world provided constraints and a basis for metaphor and figuration. The levels of meaning beyond the literal, for instance, analogical and allegorical meanings, build on this base by using relationships that obtain among the referents at the base level. 


Given this origin, then, the turnings of the tropes and the patterns of significance in the allegories are based on firm relationships of sense at the literal level and in the natural analogies that obtain among the referents of the literal. What is said by the other levels of meaning could be said literally, albeit perhaps only in more perfect languages.


The alternative account denies both literal sense and the bare objects with their prelinguistic resemblances and analogies. Most importantly, in place of multiplication of meaning, which implies an unfolding of a determinate number of further senses, the sort of "drift" that the denial of senses allows is captured by Derrida's term "dissemination."22  


This "dissemination" picture of metaphor depends on denying the foundations of the traditional account. Dissemination is what is left after both concepts behind words and the pre-configured world of natural objects are abandoned:


First, consider the effect of the denial of the magic concept behind the word: With ungrounded turnings and no original straight meaning, the meanings of a text are not arranged in a hierarchy of more and less remote from some real meaning. Without magic concepts behind words, we cannot get the "strict conceptual content" out of the concrete word. Note that Brooks' thesis does not mean that there is nothing behind words. The denial of magic concepts means that anything behind words is also concrete, material, and thus word-like. To be word-like or language-like is to have materiality, contingencies beyond just "bare message." Any non-magic token can be misunderstood, it is not essentially just a reference-determiner.

 
Second, consider the effect of the denial of language-independent similarity and connection. Suppose that the resemblances and analogies that make metaphors plausible are in part constituted by the application of metaphors; i.e. that language (in part) creates analogies rather than reflecting analogies that are given in nature. That is, suppose that Goodman23  is roughly right. Then the connection of a term to a non-linguistic causal world impinging on thought is always mediated and mixed with language or the language-like. So the pattern of what is extended to apply to what is not fixed by nature. The patterns of what is seen as like what can then be contradictory, both across and within languages. For instance, nothing intrinsic to pigs prevents "Celeste is a pig" from being a compliment to her cleverness.


If there are no unvarnished objects that are independent of the language-dependent metaphorical analogies, there are no bare objects with their intrinsic properties and resemblances as the referents founding and controlling metaphorical extension. Thus, without objects whose natures, connections and resemblances are independent of language, that is, without a "theory-independent" given, there is no natural limit on what can come to be analogous to what. Dissemination is not the tracing-out of a pre-given realm of poetical meanings in the concept or of subtleties that were lying in the object waiting to be brought out.


 So the concept of the figural we are left with is one that lacks both absolute "literal" sense, the sense which just picks out the object, and "literal referents," objects that are given prior to conceptualization which provide the basis for analogy and metaphorical extension. We are left then with a relative notion of figure. We can say that a reading is figural in relation to another reading, but not absolutely, since literal and figural are different readings of texts, defined in relation to one another. But this is displacement not defined by distance from an absolute non-metaphorical purely literal discourse.


Whatever we can say about meaning and words comes down to patterns of what people say in what circumstances. Those circumstances, though, are partly constituted by what they say, given that the world is shaped by how it is conceptualized. So, any changes or oddities about how a word is applied must come out to changes in practices, or violations of practices, or distortions of practices in what is said when. 


So, rather than suppose that there is a well-defined set of distinct Platonic Forms which a word can express, so that figuration is a kind of creative homonymy, we should think of the application of words to the world as subject to drift, relative to the applications of other words. Such drift would correspond to slow change of view, roughly. But there is also more abrupt departure from pattern.


Metaphor and other turns of speech rest on the history of such discontinuity, and the possibility of future discontinuity. When a word is suddenly applied in an unusual way, we may speak of "turning." Turning is different from mere error, but in the way sarcasm is, not in the way homonymy is. Suppose someone applies a term in a case which is not "normal" i.e. not "forced" by the circumstances. (Circumstances are defined in the very terms at issue, so that you are forced to call something red when it is clearly red.) Roughly, if we are not inclined to think the person is just mistaken, or is just misusing the term, and if we are inclined to assent to the new application, then we have a case of a "turning," a trope.  


When "hot" was first applied to desire, connections with light, kindling, and hearths were not entirely disrupted, since we came to speak of "kindling" desire, and so forth. What correspond to the familiar "metaphorical senses" of terms are the various discontinuities in practice that have already occurred. Notice that "metaphorical" extensions are carried to associated terms, in just the way that they would be if we had discovered a new kind of heat. So we have burning, fueling, and warmth of desire. As I argue elsewhere,24  the metaphorical extension, the discontinuity, does not differ in kind from the extension of a predicate to a new case. In both cases we have proposals to accept the new application. But, in the case of routine predication, the acceptance is a foregone conclusion.



What can "turning" mean, though, without senses or concepts to turn to or from? Without the notion of meaning, the non-linguistic concept behind the word, the metaphors by which we understand tropes, in particular "trope" and "metaphor," will have to be changed. The following is a sketch of the sort of theory that Brooks should be forced to:


Our other resource for meaning something else, besides other meanings being senses, is other rhetorical forces for words. I can mean different things by, "He's a fine fellow," by being sincere or sarcastic. But saying something sarcastically is not saying something else sincerely. Notice that sarcasm goes equally well into truth-definition clauses. "He's a fine fellow" is true if and only if he's a fine fellow, however that is meant.


Without senses behind words, the various "turnings" can only be understood rhetorically, as Davidson and de Man point out.25  So a metaphorical application of a term is like a sarcastic application of a term. There is nothing further that is meant, no "meaning" behind the term, but the term is meant differently. This "meaning differently" cannot be understood as something else being meant, the hidden message, because that message, in virtue of being in material tokens, could be used sarcastically, ironically, jokingly, metaphorically, and so forth. This regress means that there cannot be any conventional, notational indications of rhetorical force.


Figures of speech, then, on a theory without concepts behind words, are a kind of shift of rhetorical force. Just as with a stage use of "It is about to rain" certain expectations are suspended, so that the sentence is "turned" from the use in weather-talk, so also with metaphor, as in "warm" in "Arthur was a warm person."  What we think follows from "He's a fine fellow" depends on a "reading" of rhetorical force. This does not mean that there is a well-defined list of what follows, or that rhetorical forces are nothing but adjustment of expectation. Most significantly, as Davidson has pointed out,26 there cannot be "conventions" for when a particular rhetorical force is being applied, since any such conventional indicator can be used ironically, in a stage production, etc.


Also, there is no determinate end to the ways terms can mean. "Meaning something otherwise" is always available, whatever the history of a word, whatever has already been meant with the word. As soon as a turn is familiar, uses can turn from it. For a new use to be understood as a trope, rather than just mistaken, there has to be connection with familiar turns--the familiar is always that from which tropes are turned.


The view of figure and allegory as rhetorical rather than semantic makes the various "turnings" equally original, ontologically. Temporally, there are prior extensions, what was originally called "hot."  Thus "hot passion" may be later, but not logically posterior, unless we are to allow that calculation can only literally be done with stones. So, temporal, etymological priority has little to do with the philosophical concept of the Literal.


Are new metaphorical applications of terms true? Well, "Wilbur's passion is hot" is true if and only if Wilbur's passion is hot. But what we need to know to know whether Wilbur's passion is indeed hot is who Wilbur is and what hotness is. But those things are determined by whatever it is that fixes what terms apply to. Now, what fixes the meanings of terms are the social practices of those speaking the language--what people choose to call "hot," crudely put. But "social practice" imagines a unity and coherence that we don't really ever find. When a term is being applied, and there is no unanimous practice, the application is up for grabs.  "Practice" here is a more or less loose notion constructed of being surprised taken aback, delighted, or offended, and so forth.


Truth in the usual philosophical understanding is a notion that is built for meanings: if the meaning fits the world, the sentence is true. Without meanings, there are only practices, a messy agglomeration of what people do with and to each other which yields some clear-cut cases (Nureyev is not a hamster) and not some not so clear cut cases (Diseases do not attack people). The usual philosophical sense of "true" requires approximations of ideal speech-communities. But the speakers of English are no such speech community. If "meaning one thing" typically does not quite happen, then systematizable answers to "true or false" are not forthcoming from any basis of reduction to patterns of behavior. The formal languages where truth "strictly" applies on the basis of  relations of reference of components of sentences are fantasy ideals, more or less illuminating about real languages. So "true or false," in the reducible sense, may be the wrong question to ask when practices are being shaped. 

Another way to put the general point: On the traditional philosophical account of truth, which requires that things about the world and referential relations make sentences true, if one accepts magical relations and a realm of given objects, then one can have a concept of absolute truth. Apart from such magical relations, one cannot ask whether a sentence is "true" tout court, but rather whether, for given "L" whether the sentence is true in L. But the status of the claim about this relation to L, involves the same questions of interpretation. So even “relative truth” turns out not to be a stable notion for someone denying the magic language and a given array of objects. (The “given” has to be given up, if one denies a magic language, if there are no meaning-conveyers better than words. The “given” cannot be something that supports correspondence, except in the sense that “There are frogs” is true if and only if there are frogs.

For theorists taking language without magic as a starting point, the language, being a function of the status of struggles over what is to be said, is up for grabs, since speakers differ in dispositions to assent to applications of terms. So, for Deconstructionists, and, perhaps surprisingly, New Critics, the "true" or "false" question is inappropriate. As long as one denies the magic language and the correlative notion of a given, no notion of truth that regards truth as analyzable in terms of reference, behavior, or anything else is unavailable.27


If tropes, and therefore allegory, are matters of rhetoric, rather than formal semantics, then literary texts are particularly illuminating about the workings of language. We seem especially willing to read different rhetorical force in literature than in some other kinds of writing. In fact, such willingness may be what labels writing "literature." So literature hides the ubiquity of groundlessness less than other kinds of discourse.

d) Fit and Self-Reference in Literature


Groundless figuration disseminates meaning and reference, and removes the illusion of a privileged basis of "literal sense" which could ground privileged reference. So, briefly, literary language is in roughly the same referential situation as mathematical language. Any causal constraints on reference are weakened by the remoteness of the topics of conversation from objects with plausible essences by nature. Also, the "contamination" of the objects by the language discussed in the next section means that the objects cannot function as independent sources to fix references, at least for literary works.


So, a poem fits whatever is a model of it, if we understand "fit" and "model" to be cashed out in terms of reception by fellow speakers. So, if the urn satisfies predicates k1...kn and the poem satisfies predicates l1...ln such that ki is analogous to li, then the urn can be read as the poem and the poem about the urn is also a poem about the poem. But such isomorphisms are only set by the phenomena relative to ways of thinking about those phenomena. That is, whether pigs fit a predicate depends on how we already think about pigs, and that is in part a matter of what predicates we already apply. Our objects are constructs, not givens, so the parameters of what terms can fit what objects, or what objects can be grouped together as the same, is not fixed by an independent world of things. 


Since figuration loosens the application of predicates, and the ground of these shifts is not tied to uncontaminated resemblances in nature, the notion of "fit" will not select a single subject matter. Whatever a text is figural for is a proper subject matter for the text, since the privilege of a "straight" understanding has been removed by the reflections on language above. Thus, readings of texts are possible and plausible on which the text is really about itself. Such self-referential readings are standard for the New Critics and their successors. 


On Brooks' view, such self-referential readings come about because the topic of poetry is always the unity underlying diverse elements. As Brooks says, "In the unified poem, the poet has `come to terms' with his experience. The poem does not merely eventuate in a logical conclusion. The conclusion of the poem is the working out of the various tensions--set up by whatever means--by propositions, metaphors, symbols. The unity... represents an equilibrium of forces".28 


What can such a poem fit? Since the poem is about unity and, if unified appropriately, has exemplified the unity it explains, the poem has to be about itself. That is, in a well wrought poem, the poem itself is both a case of what it discusses, unification, and a discussion of it. It exemplifies and well as states. 


That the self-referential reading is possible shows yet more completely how the poem unifies diverse materials into a whole. The poem itself is an instance of what it does, namely unify diverse elements. In his clearest remarks, discussing Donne's "The Canonization," Brooks claims that the poem is a case of the unification it is talking about. So, Brooks says, citing Shakespeare's "The Phoenix and the Turtle," 

"The urn to which we are summoned, the urn which holds the ashes of the phoenix, is like the well-wrought urn of Donne's `Canonization` which holds the phoenix-lovers' ashes: it is the poem itself."29 


This folding of the poem back on itself is a consequence of the poem succeeding in its function of bringing about and expressing unity in diversity. Given that the meaning of the poem is the poem itself, ("...the poem says what the poem says"30) the unification it brings about is best displayed in the poem itself. Just as a picture is necessarily a good picture of itself (given the "fitting" theory of reference), so a good poem is about itself since it fits itself. 


So, a good poem is autological, just by the fact that it must be a unity of diverse verbal elements to be a poem and must portray diverse phenomena as unities to be a work of art. For New Critics such as Brooks, self-referentiality is, so to speak, an enclosing of the work on itself, enhancing unity. Deconstructive critics, using a related kind of reading of the text as figure for itself, reach exactly the opposite conclusion.

V Self-Reference, Groundlessness, and Lack of System

a) General considerations:


For Paul De Man the necessity of self-reference is a symptom of the failure of the tropological devices of a text to be closed, to constitute a unitary system at all. This section will explain the phrase "allegory of its own unreadability" and outline the disruption of unity that self-reference shows in literature. 


To sketch the argument of this section: If words replace concepts, the dissemination of meaning is constrained neither by the ideal structure of concepts nor by the exigencies of the pre-linguistic analogies in the world. So there is no basis for privileging one reading as the base, the one tied to the real order, either of concepts or of objects. 


Just as the vagaries of figuration are not constrained by conceptual or natural orders, so neither the conceptual order nor the natural world of objects, both of which are presumably total coherent systems, can force completeness and coherence on the "tropological system" in a text or culture. The "system of meaning" that Structuralists sought, the unity that New Critics search for in a text, is not guaranteed by anything outside the words themselves and their interrelations.


So the pattern of interrelationship among terms, which constitutes the patterns of metaphor and figuration that appears in a text or a culture, is determined internally. Thus a text or language, if it forms a system, must do so internally, by its rules constituting a closed network in which items are given stable and determinate places. But unavoidable self-reference, given the incompleteness results, shows that even in the best circumstances no closure and completeness is possible. 


So texts cannot arrive at determinate meanings, or even determinate single sets of relations of piece to piece, since the sequence of relations is unstable. So, in the strict sense, natural languages and texts formulated within them do not constitute systems. 


To fill out the above sketch: First, if all further representations behind language are also language-like phenomena (e.g. such as neural states, the representations that define the content of intentions), then the account of a term is always given by relation to other items that are mixed with language. The mark of the language-like, discussed above, is the accidental and contingent. Without magic meanings behind words, there is no basis for separating out the ideality from the materiality of terms, e.g. the meaning from the spellings, or the logical from the rhetorical connections among terms. So language is tied, not to a realm of forms or Fregean senses, but to other language or language-like phenomena, which are subject to interpretation rather than meaning one thing by their very nature.


The relational, dialectical nature of reference can then be described in radicalized Quinean terms as the interanimation of sentences or the Web of Belief, generalized to include other kinds of sentence to sentence connections than just inferential ones. That is, since we are dealing with words qua words, the web of belief must become a Web that incorporates connections of rhyming, association by literary co-occurrence, spelling similarity, and euphony. The web of connection and strength will include the power-relations, prestige, and other valorizations that make us continue to accept sentences. 


The account (including a truth-definition clause) of a given word is abstracted from the place of the various sentences in which the word occurs in this network, i.e. their use for the individual and culture in question. The place of a sentence depends on its connections with other sentences in the language and by the changes in those connections which changes in the world bring about.


The world which affects the network of sentences is itself in part the effect of those patterns of sentences. A kind of object F exists for a culture if some sentences attributing "F" to some object a are true, i.e. if F's must be values of variables. As Davidson has often pointed out31 truth and meaning are both functions of what is said in what circumstances. Since there are no trans-linguistic meanings or given objects, the circumstances in which "There are pigs here" is true, which constitute the extension of "pig," can be given only as there being pigs around. The supposition that a culture could be usually wrong about pigs is incoherent, since when a situation contains pigs is constructed out of when the culture applies that term. We thus cannot take "the world" to be something standing outside of language and fixing its patterns of truth and falsity.32 Thus the world for us is always "mixed with the linguistic," in the sense that there is no coherent notion of the world apart from our language.


So the objects there are as well as the "senses" of terms used to discuss those objects are relational and contextual. Neither the structure of sense nor the structure of the external world have sufficient independence to induce coherence on the interconnections. If the connections among terms are consistent and complete, the completeness must be internal. So, is the result of the working out of relationships in this Web stable and uniform or not? Does it determine a single set of relations among elements?


One might hold that the connections in the relational structure will be mutually reinforcing and supporting. If term A is determined by its relations to terms B1,...,Bn, and each of B1,...Bn is determined by its relations to A and the other Bi's, and all of these terms adjust to changes from outside, then perhaps the entire structure gives single determinations of relations among terms. 

b) De Man's Procedure


The alternative position is that such relational determinations end up with no final result, but continue to modify each of the items in the array. Different starting places for tracing out relations yield different values and relationships for items. De Man's term for this lack of coherence in the reading of a particular term is "undecidability." A narrative (or segment of discourse readable as a narrative) infected by analogous difficulties is said to be "unreadable." 


A long quotation from de Man will show the kinds of conclusions he wants to argue for:

“The rhetorical mode of such structures can no longer be summarized by the single term of metaphor or of any other substitutive trope or figure in general, although the deconstruction of metaphorical figures remains a necessary moment in their production. They take into account the fact that the resulting narratives can be folded back on themselves and become self-referential. ....The paradigm of all texts consists of a figure (or a system of figures) and its deconstruction. But since this model cannot be closed off by a final reading, it engenders, in its turn, a supplementary figural superposition which narrates the unreadability of the prior narration. As distinguished from primary deconstructive narratives centered on figures and ultimately always on metaphor, we can call such narratives to the second (or third) degree allegories. Allegorical narratives tell the story of the failure to read while tropological narratives...tell the story of the failure to denominate. The difference is only a matter of degree and the allegory does not erase the figure. Allegories are always allegories of metaphor and, as such, they are always allegories of the impossibility of reading-- a sentence in which the genitive "of" has itself to be read as a metaphor.”33 


De Man tries to show34 that the ungroundedness of language, the impossibility of arriving at a pure Other which fixes reference, destroys the possibility of total system for the tropological patterns of a text. In accord with De Man's conclusions that natural languages do not form systems, his arguments always consist of illustrative examples which show that a system of figuration breaks down and is unintelligible, if pressed in the direction of being a system. Without the idea that there are systems of thought and language in which general proofs are possible, such a demonstration is all that is really rigorously possible. 


The lack of groundedness in either idealities or nature does not rule out there being a system, but rather allows for the possibility of there being no system by removing the reasons for supposing there must be. Some further argument is needed to show that the pattern of tropes cannot form a system directly, by internal coherence. 


De Man's arguments against this possibility consist of examples of breakdown of system in particular texts. Given self-referential readings, these breakdowns are themselves read as saying that there is no system, so that a text becomes an "allegory of its own unreadability." De Man's characterizes this incoherence of apparent system as "unreadability." To show that a text is "unreadable" is to show that the pattern of interrelations among parts is incoherent. A demonstration of unreadability is a deconstruction. But these arguments just show that system is lacking in the particular texts being addressed, not everywhere. The texts he has deconstructed, that is, may have just been defective. 


On my reading of de Man, he has no general argument that there could not be a system, since the existence of such an argument is ruled out by the lack of coherence and system in his own discourse, according to his account. The position seems to be that, once the necessity of system is denied, the only reason for insisting on system is obsession with order.


To put de Man's arguments in another away: Figuration without a ground-level literal meaning tied to ideal senses or ground-level referents tied to nature's connections remove any reason to think that a system exists. If no system exists, then a given term can have inconsistent roles, relative to different lines of connection. When a word thus functions in two ways, this shows up as a system of tropes not making sense. The key word in the alleged system has to fill incompatible roles. The meaning of that word in the "tropological system," then, is revealed to be a kind of blank. What appeared to make systematic sense is revealed to make sense only so long as the connections are not inspected too carefully, i.e. as carefully as a system would permit. De Man finds such places where the "system" reveals itself not to be a system in numerous writings.

c) The Application of the Metatheorems


To review: The essential consideration for the conclusion that interpretation is radically indeterminate is the incomplete groundedness of meaning and therefore of figuration. What is lost is the connection between the presumably completely coherent system of relations which constitutes the real world (or the world of ideal Fregean senses) and the connections of language. If language were sufficiently anchored to portions of the real or the ideal, then it would borrow the coherence of the real or the ideal and could be expected to form a system. 


Without such anchors, there is no reason to suppose language to form a system ordered beyond the needs of practical life. The supposition that the pattern of metaphorical relations embodies a system is part of the false theory embedded in the metaphor of "metaphor." The argument that language is grounded neither in uncontaminated pure referents nor in idealities was a demonstration that there need not be a total coherent system. Arguments from self-reference, though, show that there cannot be a total system. 


To fill out the metaphor: What corresponds to a "mathematical theory" in literature would be a text or a body of work construed as a single text. What corresponds to a "proof" in literature would be a trail through the network of relationships between parts of a text that would fix references. Thus a character, figure or word would be placed in relation to others by something like a proof, a literary argument. "Incompleteness" and "undecidability" is a matter of there being incompatible placements of characters, terms, and narrative lines, or no placement at all. "Undecidable" applies to a figure or a term; "unreadable" to a narrative." The "system" of the text, the theory, does not yield an answer. Just as in mathematical logic, it is lack of proof for a thesis about a character's or terms's relation to others. Corresponding to the Incompleteness theorem is the thesis that no text is ever complete, that there are always parts of a text that can be given either one of incompatible accounts equally well. Corresponding to the Tarski result is the "provability" the justifiability on literary grounds, of inconsistent readings.


Given that self-reference is real, and given that self-referential readings are made ubiquitous by the dissemination of meaning in non-hierarchical groundless troping, a more powerful argument against the formalisms which demand system in literature would be forthcoming if there were something genuinely defective (as systems) in languages and texts which refer to themselves.


The paradoxes and limitations demonstrated in the idealized languages of mathematical logic show that there really is something amiss, when the issue is made quite precise. Tarski showed that languages which contain their own metalanguage, such as everyone's language, cannot avoid inconsistency. Godel showed  that every language capable of dealing with arithmetic has the resources to be ironic, and to formulate doubts about its own sentences' provability, including the doubt-formulating ones. Most significantly, then, any language adequate for arithmetic is unavoidably self-referential. There is no way to keep self-reference restricted by fiat, by claiming that nothing in the language will be discuss its own sentences. Thus there is no way to avoid inconsistency in natural languages, discourses and texts. Given the disseminative workings of figuration, where those self-referential spots might be will not be able to be controlled. For example, it is always available to use a sentence with a certain feature as an example of that feature, so that the sentence is about itself. That rhetorical possibility cannot be ruled out by some kind of legislation about what things are to mean.  


Now, just as Godel showed that, for languages of a certain richness, paradoxical self-referentiality was unavoidable, so de Man demonstrated that natural language texts can be read as about the texts themselves. Since in the texts and languages dealt with by de Man, there are always interpretations on which the text is about itself, those self-referential interpretations show the fundamental fundamentlessness of language. The demonstrations of de Man are to be read as (perforce) less formal demonstrations that the relational circles of figuration and interpretation does not yield completeness and total systematicity. No natural language text is completely understandable, if "understandable" requires having settled and coherent relations to other texts, within portions of a given text, or to the world. 

 
The loosening of reference by considerations about tropes and allegories creates self-reference and unreadability, if "readable" is understood as "understandable as a unified totality." So there is something fundamentally problematic about natural languages, and especially revealed by their literary texts. Texts which contain the metalanguage within the object language, i.e. all texts in natural languages, are incomplete, inconsistent, and undecidable. They are also, among other things, about that very fact.

VI Conclusion:


The above sketch of an argument sets out some of the consequences that seem to me to follow from what I have characterized as the literary insight, that the literary work is not paraphrasable. The consequences of thus untying language from any structuring idealities seem to be to untie language from the genuine applicability of much of the traditional philosophical apparatus for talking about language, meaning and the world. Since those concepts are exactly the ones that seemed to protect natural language from falling under the surprising results of the self-referential paradoxes and the incompleteness results, the prima facie conclusion is that there may indeed be something to intuitions about "the abyss," and the other metaphors with which literary writers have tried to indicate the ungroundedness which self-reference indicates. 
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