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SUMMARY

We examined context-dependent encoding of
speech in children with and without developmental
dyslexia bymeasuring auditory brainstem responses
to a speech syllable presented in a repetitive or vari-
able context. Typically developing children showed
enhanced brainstem representation of features re-
lated to voice pitch in the repetitive context, relative
to the variable context. In contrast, children with
developmental dyslexia exhibited impairment in their
ability to modify representation in predictable con-
texts. From a functional perspective, we found that
the extent of context-dependent encoding in the
auditory brainstem correlated positively with behav-
ioral indices of speech perception in noise. The
ability to sharpen representation of repeating ele-
ments is crucial to speech perception in noise, since
it allows superior ‘‘tagging’’ of voice pitch, an impor-
tant cue for segregating sound streams in back-
ground noise. The disruption of this mechanism
contributes to a critical deficit in noise-exclusion,
a hallmark symptom in developmental dyslexia.

INTRODUCTION

Verbal communication often occurs in noisy backgrounds.
Imagine a conversation with a friend in a noisy restaurant. To
effectively converse with your friend you need to extract the
information that he/she conveys from the irrelevant background
noise. This task is particularly challenging because the com-
peting noise (other talkers) has acoustic properties that overlap
with the target signal (your friend’s voice). Yet, for the most
part, communication is unimpeded even under such challenging
conditions. This remarkable feat relies on a highly adaptive audi-
tory system that continually modulates its activity based on

contextual demands. Successful completion of this complex
task, extracting the speech signal, takes advantage of a predict-
able, repeating element (the pitch of your friend’s voice) amid the
random, fluctuating background of many voices. The ability to
‘‘tag’’ the predictable elements in the environment (e.g., voice
pitch) provides significant benefits to perception under adverse
listening conditions (Bregman, 1994; Brokx and Nooteboom,
1982; Sayles and Winter, 2008). How the nervous system func-
tionally adapts and fine-tunes the representation of predictable
auditory elements in the environment is currently unknown.
Understanding the relationship between the adaptive auditory

system and perception of speech in noise is clinically relevant
because recent studies have demonstrated that children with
developmental dyslexia are particularly vulnerable to the
deleterious effects of background noise (Sperling et al., 2005,
2006; Ziegler et al., 2009). Developmental dyslexia is a neurolog-
ical disorder affecting reading and spelling skills in approximately
5%–10%of school-aged children (Demonet et al., 2004). A ‘‘core
deficit’’ identified in these children is noise-exclusion, i.e., an
inability to exclude noise from ongoing perceptual dynamics
(Ahissar, 2007; Ahissar et al., 2006; Ramus and Szenkovits,
2008;Sperlinget al., 2005; Ziegler et al., 2009). Behavioral studies
have posited that noise-exclusion issues may be attributed to
a neural impairment in extracting regularities (e.g., extracting
a speaker’s voice in the midst of background noise) from the
incoming sensory stream (Ahissar et al., 2006). Although the
neural bases of such context-dependent encoding are unknown,
it hasbeenargued that lowerperceptual structuresplayan impor-
tant role in automatically fine-tuning responses to repeating
elements in the incoming sensory stream (Ahissar, 2007).
Recent studies in animal models have argued that lower

perceptual structures (i.e., auditory brainstem) are crucial for
processing auditory signals in noisy environments (Luo et al.,
2008). Auditory processing in lower perceptual structures
involves an interplay between sensory and cognitive systems
mediated by feedforward and feedback pathways (Tzounopou-
los and Kraus, 2009). The massive efferent connections from
the cortex to subcortical structures form the basis for such
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feedback-related top-down control (Winer, 2005). Although the
functional role of these efferent connections is currently un-
known, a recent study has hypothesized that corticofugal feed-
back may provide significant benefits in noisy environments
by selectively amplifying relevant information in the signal, and
inhibiting irrelevant information at the earliest stages of auditory
processing (Luo et al., 2008).

In humans, the neural transcription of complex auditory stimuli
such as speech can be measured noninvasively from lower
levels of the central nervous system such as the auditory brain-
stem (Johnson et al., 2008; Hornickel et al., 2009; Tzounopoulos
and Kraus, 2009). The auditory brainstem response faithfully
preserves the complex harmonic characteristics of speech
(Kraus and Nicol, 2005). Most speech sounds have a complex
harmonic structure that relates to the source (vocal fold vibration)
and filter (vocal tract characteristics). For example, in producing
a vowel, a speaker causes his/her vocal folds (the source) to
vibrate. This causes a glottal pulse, a periodic buzz-like sound
made up of a fundamental frequency (F0) and integer multiples
of that fundamental frequency (harmonics). The glottal pulses
are shaped by the vocal tract (e.g., the tongue position in the
oral cavity), and depending on the vowel, certain harmonics
are boosted, resulting in a signature spectrum. These boosted
harmonics are referred to as ‘‘formants’’ (e.g., F1, F2, F3, etc.).
The fundamental frequency (F0) and the lower-numbered
harmonics strongly relate to voice pitch (e.g., is the speaker
male or female?), while the formant structure relates to speech
identification (e.g., is the vowel /i/ or /a/?). Neural representation
of both components (voice pitch, formant structure) is necessary
for speech-in-noise perception. The voice pitch allows tagging of
the speaker in noise; the formant structure is needed to discern
the content of speech.

The frequency following response (FFR), a component of
the auditory brainstem response, reflects neural phase-locking
to F0 and its harmonics (Chandrasekaran and Kraus, 2009). The
FFRcloselymimics the incoming signal;when theFFRwaveform,

recorded in response towords, is playedback, subjects can iden-
tify the words with greater-than-chance accuracy (Galbraith
et al., 1995). Recent studies have demonstrated that the FFR
can serve as an index of long-term and training-related plasticity.
Native speakers of a tone language, in which changes to voice
pitch alone can change word meaning, represent voice pitch
more robustly than nonnative speakers (Krishnan and Gandour,
2009; Krishnan et al., 2005). Similarly, musicians, who have
long-term experience with musical pitch, show superior repre-
sentation of voice pitch at the level of the brainstem, suggesting
that plasticity is not specific to the domain of expertise (Musac-
chia et al., 2007; Wong et al., 2007). Typically, studies examining
neural plasticity at the level of the brainstem have used two
groups, a proficient group (e.g., musicians) and a control group
(e.g., Krishnan et al., 2005, 2009; Musacchia et al., 2007; Wong
et al., 2007). The general conclusions from these studies have
been that processing in the human auditory brainstem is dynamic
in nature. While it is generally agreed that the auditory brainstem
is sensitive to auditory experience, the exact mechanism by
which auditory experience modulates activity is as yet undeter-
mined. An important issue is the extent to which plasticity is
operational online (i.e., shows sensitivity to ongoing contextual
demands) or reflects long-term structural and functional reorga-
nization. Do we continuously fine-tune or shape our representa-
tion with repetition? Or does plasticity reflect a longer timescale
that requires an extensive local reorganization of circuitry to
better encode biologically relevant sounds?
In the current study we examine whether auditory brainstem

responses can indeed be modulated online by context. To test
this proposal we created a brainstem recording procedure that
averages across responses to repetitive auditory stimulation. In
Experiment 1 we examine context-dependent encoding by com-
paring auditory brainstem responses to a synthesized speech
syllable, /da/, elicited in two different contexts: a predictable
context versus a highly variable context. By matching trials
between the two contexts (see Figure 1), we are able to examine

Figure 1. Stimulus Characteristics and
Experimental Design
(Top) The spectrogram of the stimulus /da/. The

boundary of the consonant-vowel formant transi-

tion and the steady-state vowel portion of the

syllable is marked by a dashed white line. The

spectrogram was generated via frequency anal-

yses over 40 ms bins starting at time 0, and the

midpoint of each bin is plotted. The stimulus /da/

is presented in variable (middle) and repetitive

(bottom) contexts. As seen in the spectrograms,

the stimuli in the variable context differed from

/da/ in a number of spectral and temporal features.

Responses to /da/ are event-matched between

the two conditions to control for presentation

order. The second harmonic of the stimulus,

a dominant spectral element in the results, is

marked with an arrow.
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differences in brainstem responses to the same stimulus under
two different contexts, without a presentation order confound.
Next, we examine whether the ability to fine-tune or sharpen
brainstem responses to speech features online is functionally
related to speech-in-noise perception in children. In Experiment
2, we examine context-dependent brainstem modulation in chil-
dren with developmental dyslexia, a clinical group that is shown
to have global deficits in repetition-induced sensory fine-tuning
(Ahissar, 2007) as well as noise-exclusion (Sperling et al., 2005).

RESULTS

Context-Dependent Modulation of Brainstem
Responses to Speech (Experiment 1)
In Experiment 1, we examined context-dependent brainstem
encoding of speech in 21 typically developing children.
Context-dependent effects were observed in the 7–60 ms time
range of the response, which encompasses the response to
the sound onset and the consonant-vowel formant transition
period (Figure 2A), but not in the 60–180 ms time range that
encompasses the response to the steady-state vowel. Spectral
amplitudes of the lower harmonics (H2, H4), which lead to the
perception of pitch, were enhanced in the repetitive context rela-
tive to the variable context (Figure 2B). No significant context
effects were found for any of the latency (Figure S1 and Table
S4 available online) or amplitude (Figure 2A) measures, suggest-
ing that stimulus context does not modulate these measures.
Within the spectral domain, multivariate repeated-measures
ANOVAs (RmANOVAs) conducted on the average response
magnitudes of the F0 and subsequent five harmonics yielded
significant differences between the repetitive context and vari-
able context conditions for the second (H2) and fourth (H4)
harmonics during the formant transition region only (7–60 ms).
Relative to the variable context, H2 and H4 amplitudes were
significantly larger in the repetitive context [F(1,18) = 13.952,
p = 0.002; F(1,18) = 4.758, p = 0.043, respectively]. Figure 2B

shows the grand averaged response spectrum for the 7–60 ms
range and these differences are highlighted as bar charts. There
was no significant effect of context for F0 or any harmonic ampli-
tude for the steady-state vowel portion (60–180 ms), indicating
that context-dependent effects only occur in response to the
complex, time-varying portion of the stimulus, which is crucial
for distinguishing speech sounds. Additionally, over the fre-
quency region of interest included in the first formant range
(400–720 Hz), the repetitive context elicited stronger spectral
representations between 530–590 Hz than the variable context
in the 7–60 ms time region [t(20) = 4.217, p < 0.001; see
Figure S3], but not in the 60–180 ms time region [t(20) = 0.428,
p = 0.673; see Figure S3].

Correlations between Speech-in-Noise Perception
and Context Effects on Neural Encoding
To investigate the relationship between the extent of context-
dependent brainstem encoding and behavioral indices of
speech-in-noise perception, a series of Pearson’s correlations
were calculated. We evaluated the degree of brainstem dynam-
icity by computing the difference in spectral amplitudes (H2, H4)
between the two conditions (repetitive context minus variable
context) for each participant. These values were then converted
to z-scores with larger positive values indicating enhanced en-
coding in the repetitive context relative to the variable context.
The z-scored H2 and H4 spectral amplitude differences were
correlated with behavioral performance in Hearing in Noise
Test (HINT), a standardized test of speech perception in noise
(see Figure 2C) administered to the children.
H2 difference scores correlated positively with HINT-RIGHT

(noise source located to the right of the listener) percentile score
(r = 0.518, p = 0.016) and HINT-COMPOSITE (composite of three
noise conditions) (r = 0.486, p = 0.025), and to a lesser degree
with HINT-FRONT (noise source located in front of the listener)
(r = 0.407, p = .067), but not with HINT-LEFT (r = 0.066,
p = 0.777). No significant correlations were found between H4

Figure 2. Experiment 1: Human Auditory
Brainstem Responses Are Sensitive to
Stimulus Context
(A) The grand averages of the time-amplitude

responses in the repetitive (red) and variable

(black) conditions are overlaid. The black box

demarcates formant transition period (7–60 ms).

Context did not affect measures of peak latency

or response amplitude. (B) Grand-average spectra

for the repetitive (red) and variable (black) condi-

tions show enhanced encoding of the second

(H2) and the fourth (H4) harmonics in the repetitive

condition (left). Mean spectral amplitudes of the

second (H2) and fourth (H4) harmonics are shown

in the repetitive (red) and variable (black) condi-

tions (right). Error bars represent 1 SEM. (C) The

normalized difference in H2 magnitude between

the two conditions (repetitive minus variable) is

related to speech-in-noise perception measures

(HINT-RIGHT, left; HINT-COMPOSITE, right).
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difference and speech-in-noise perception (see Supplemental
Results section).

Context-Dependent Encoding in Children
with Dyslexia (Experiment 2)
In Experiment 2, we examined context-dependent brainstem
encoding of speech in children with good and poor reading skills
(n = 15, both groups). Children with poor reading skills differed in
the extent and nature of context-dependent spectral encoding
within the 7–60 ms time period corresponding to the stimulus
formant transition, but not during the 60–180ms time period cor-
responding to the steady-state vowel. Multivariate RmANOVAs
revealed significant interactions between context (repetitive,
variable) and group (good readers, poor readers) for H2 ampli-
tude [F(1,28) = 17.099, p < 0.001], H4 amplitude [F(1,28) =
11.649, p = 0.002] (Figure 3), and the F1 range [F(1,28) = 6.827,

p = 0.014; see Figure S4] in the formant transition region only
(7–60 ms). Consistent with Experiment 1, post hoc paired t tests
showed larger H2 and H4 amplitudes in the repetitive context
than the variable context for good readers [t(14) = 5.156, p <
0.001; t(14) = 2.805, p < 0.05, respectively, Figures 3B and 4].
Also, in the F1 range, good readers showed larger spectral
amplitude in the repetitive context relative to the variable context
[t(14) = 3.749, p = 0.002, Figure S2]. In contrast, poor readers
showed no significant differences between the two conditions
(Figures 3B and 4), although a trend for H2 and H4 amplitudes
to be greater for the variable context relative to the repetitive
context was present [H2: t(14) = !1.773, p = 0.098; H4: t(14) =
!2.095, p = 0.055]. Additionally, for poor readers, no significant
differences were observed between the two contexts in the
spectral amplitude within the F1 range (Figure S4). Additional
post hoc independent t tests revealed larger H2 spectral

Figure 3. Experiment 2: Context Effects Are
Seen for Good Readers, but Not for Poor
Readers
(A) The grand averages of the responses in the

repetitive (red) and variable (black) conditions are

overlaid for the good (left) and poor (right) readers.

(B) Grand average spectra over the formant transi-

tion period for the good (left) and poor (right)

readers show enhanced harmonic encoding in

the good readers in the repetitive (red) condition

and enhanced encoding of harmonics in the poor

readers in the variable (black) condition. (C) (Left)

Bar plots of H2 amplitude support the response

spectra, with greater H2 amplitude in good (left)

as compared with poor (right) in the repetitive

(red) condition, with the opposite effect in the vari-

able (black) condition. (C) (Right) The normalized

difference in H2 magnitude between the two

conditions is again related to speech-in-noise

perception measures (HINT-COMPOSITE) across

the whole group. Good readers are plotted as

open diamonds, and poor readers, as filled stars.

Overall, poor readers show inferior speech-in-

noise perception relative to good readers [t(28) =

!4.00, p < 0.001; see inset]. Error bars represent

standard error.

Figure 4. Experiment 2: Good Readers
Show Superior Encoding in the Repetitive
Context While the Opposite Pattern Is
Seen in Poor Readers
Good readers (left) have greater H2 and H4 ampli-

tudes (200 and 400 Hz, respectively) in the repeti-

tive condition than they do in the variable condition

(signified by warm colors), while the poor readers

(right) show greater H2 and H4 amplitudes in the

variable condition than they do in the repetitive

condition (signified by cool colors). Figures were

created by first generating response spectro-

grams for both conditions, and then subtracting

spectral amplitudes elicited in the variable context

condition from those elicited in the repetitive

condition for each group.
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amplitude for good readers relative to poor readers in the repet-
itive context [t(28) = !2.643, p = 0.013]. In contrast, in the vari-
able context, poor readers showed greater H2 spectral ampli-
tude relative to good readers [t(28) = 3.116, p = 0.004].
Consistent with Experiment 1, there were no main effects of
context, main effects of group, or interactions between group
and context within the steady-state vowel portion (60–180 ms).

Correlations between Speech-in-Noise Perception
and Context Effects in Good and Poor Readers
Similar to Experiment 1, which was restricted to normal readers,
the difference in H2 encoding between the two contexts in Ex-
periment 2 was also correlated with speech-in-noise perception
in this broader group containing both good and poor readers. H2
difference was correlated with HINT-RIGHT (r = 0.349, p = 0.058,
Figure 3D), HINT-COMPOSITE (r = 0.436, p = 0.016, Figure 3C),
and HINT-FRONT (r = 0.365, p = 0.048), but not HINT-LEFT
(r = 0.082, p = 0.666). These effects aremaintainedwhen control-
ling for verbal IQ (r = 0.320, p = 0.091; r = 0.344, p = 0.067;
r = 0.419, p = 0.024, respectively). In addition, H2 difference
scores were also significantly correlated with performance on a
number of behavioral indices of reading ability (Table S2),
although these effects were not maintained when verbal IQ
was partialled out.

DISCUSSION

Our electrophysiological results provide the first evidence that
the human auditory brainstem is sensitive to ongoing stimulus
context. Stimulus repetition induces online plasticity that leads
to an automatic sharpening of brainstem representation of
speech cues related to voice pitch. This repetition-induced
neural fine-tuning is strongly associated with perception of
speech in noise, suggesting that this type of plasticity is indeed
functional. The ability to modulate or sharpen the neural repre-
sentation of voice pitch is crucial to speech perception in noise.
This is because voice pitch is a critical cue in speaker identifica-
tion and allows enhanced tagging of the speaker’s voice, an
important mechanism for segregating sound streams in back-
ground noise (Bregman, 1994; Brokx and Nooteboom, 1982;
Sayles and Winter, 2008). In a second experiment comparing
good and poor readers, we find that brainstem encoding among
poor readers is impaired and does not adapt as well to the
repeating elements of the auditory signal. Poor readers also
show a deficit in perceiving speech in noise, confirming previous
studies that report noise-exclusion dysfunction in other sensory
domains (Ziegler et al., 2009; Sperling et al., 2005, 2006). We
elaborate on each of these findings separately in the following
sections.

Human Auditory Brainstem Is Sensitive
to Stimulus Context
In Experiment 1 we examined the effect of stimulus context on
the auditory brainstem response to speech in typically devel-
oping children. Our data demonstrate that in the predictable
context (relative to the variable context), representation of
harmonic stimulus features that contribute to encoding voice
pitch was enhanced within the time-varying period of the

response (7–60 ms), a period corresponding to the transition
from the consonant to the vowel. This suggests that the human
auditory brainstem is indeed modulated by short-term stimulus
history.
How do these findings relate to current knowledge about the

functioning of the human auditory brainstem? Studies have
demonstrated experience-dependent modulation of the encod-
ing of voice pitch (Krishnan et al., 2005; Musacchia et al., 2007;
Wong et al., 2007; Song et al., 2008). Long-term experience with
a tone language can improve the representation of native pitch
contours (Krishnan and Gandour, 2009). While these studies
have demonstrated that the auditory brainstem encoding is
dynamic in nature, and reflects long-term auditory experience,
the neurobiological mechanism that contributes to this plasticity
has remained elusive. Two hypotheses on the nature of experi-
ence-dependent brainstem plasticity are being debated
(Krishnan and Gandour, 2009). The corticofugal model states
that top-down feedback via the corticofugal efferent network
modifies brainstem function (Suga, 2008; Suga et al., 2002;
Zhang et al., 1997). The local reorganization model posits that
brainstem function is modulated over a longer timescale, i.e.,
the brainstem is reorganized to promote the encoding of
frequently encountered sounds (Krishnan and Gandour, 2009;
Krishnan et al., 2009). Bothmodels require top-downmodulation
and are not mutually exclusive. The corticofugal model predicts
moment-to-moment changes in brain function as a result of
top-down feedback. The local reorganization model predicts
top-downmodulation of brainstem circuitry during learning, after
which top-down feedback is no longer required. Thus, both
models predict plasticity in relevant feature representation, but
the timescales are vastly different. In the current experiment,
the stimulus (/da/) is exactly the same in both variable and repet-
itive conditions. Yet, online context determines the robustness of
brainstem representation. These results can be explained within
the framework of a corticofugal model of plasticity that argues
that neural representation is continuously shaped online. In
animal models, cortical neurons have been shown to rapidly
adapt to improve signal quality in challenging environments
(Atiani et al., 2009; Elhilali et al., 2009). The auditory cortex is
also capable of improving signal quality by modulating response
properties of brainstem neurons via the corticofugal pathways
(Gao and Suga, 1998, 2000; Suga, et al., 2000; Suga and Ma,
2003; Yan and Suga, 1999; Zhang and Suga, 1997). Corticofugal
modulation sharpens representation at the auditory brainstem
by enhancing the response properties of physiologically
matched subcortical neurons, while subduing the activity of
unmatched subcortical neurons (Luo et al. 2008). This constant,
automatic, top-down search to increase the signal-to-noise ratio
(SNR) has been argued to provide significant benefits under
adverse signal-to-noise conditions (Nahum et al., 2008).

Speech-in-Noise Perception Is Associated
with Context-Dependent Brainstem Plasticity
The ability to tag the repeating elements in the auditory environ-
ment is important in determining success at accurately per-
ceiving speech in noise (Ahissar et al., 2006). Here we show
that repetition induces improved neural representation of cues
that are relevant for perceiving voice pitch, an important cue
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for segregating sound sources in noisy environments. Impor-
tantly, repetition-induced plasticity in representation of voice
pitch was strongly associated with behavioral performance on
speech-in-noise tests. This result suggests that the ability to
fine-tune brainstem encoding of repeating elements in the audi-
tory environment is important for speech-in-noise perception.
Hypothesizing about the role of the corticofugal network in
real-world situations, a recent animal study suggested that
top-down selective processing is beneficial for perception in
noisy environments (Luo et al., 2008). In the context of the
current study, corticofugal modulation likely improves signal
quality at the auditory periphery by selectively amplifying rele-
vant features of the signal (e.g., voice pitch) based on top-
down feedback.

Context-Dependent Brainstem Encoding of Speech
Features Is Disrupted in Poor Readers
In Experiment 2, we examined the hypothesis that children with
developmental dyslexia show a disruption in context-dependent
brainstem encoding of speech features that may contribute to
their generally reported noise-exclusion deficit. We found differ-
ences between children with good and poor reading skills in their
brainstem representation of cues related to voice pitch and
formant structure of the stop consonant /da/. Only good readers
showed context-dependent brainstem encoding of speech
features (i.e., their representation in the repetitive condition is
enhanced compared to the variable condition). No significant
effects of context were elicited from poor readers. This result
demonstrates a deficit in fine-tuning auditory representation
with experience in poor readers. This provides support for the
anchor-deficit hypothesis (Ahissar, 2007; Ahissar et al., 2006),
which posits that children with developmental dyslexia, unlike
typically developing children, do not reap benefits from stimulus
repetition. This suggests that their encoding deficits are not just
related to the acoustics of the stimulus, but are also context
dependent. Indeed, it has been argued that a general impairment
in the ability to use top-down predictive cues to shape early
sensory processing can explain noise-exclusion deficits experi-
enced by dyslexics (Ramus, 2001; Ramus et al., 2003; Ramus
and Szenkovits, 2008). Consistent with this hypothesis, our
results demonstrate a speech-in-noise perception deficit in
poor readers that is associated with the inability to modulate en-
coding of voice pitch based on context. Poorer sensory repre-
sentation of regularities in the auditory environment may impair
the ability to use voice pitch as a tag, thereby causing a deficit
in noise-exclusion.

Previous studies in children with developmental language
disorders have demonstrated that these children have particular
difficulty processing stop consonants (Elliott et al., 1989; Tallal,
1975). It has been hypothesized that this difficulty may be due
to a global deficit in encoding fast temporal events (Tallal,
1980). In the current study, repetition-induced enhancement in
the representation of harmonic structure for good readers was
restricted to the fast changing, time-varying formant transition
portion of the signal. We found no context-dependent effects
in the response corresponding to the vowel. These data are
consistent with previous studies that report that the greatest
neuroplasticity in brainstem responses occurrs to the most

acoustically complex aspects of the stimuli (Krishnan et al.,
2009; Song et al., 2008; Strait et al., 2009; Wong et al., 2007).
Importantly, our data suggest that an auditory encoding deficit
in dyslexia is not entirely related to stimulus parameters per se.
Instead, we argue that auditory encoding deficits are context-
dependent. In predictable contexts, children with dyslexia, rela-
tive to good readers, show an impairment in the ability to contin-
uously fine-tune sensory representation. In contrast, no such
deficit was found in the variable context, a context in which
presentation is random. These data are thus consistent with
a recent proposal that childrenwith dyslexia are unable to benefit
from prior exposure to auditory stimuli (Ahissar, 2007; Ahissar
et al., 2006).

Impaired Context-Dependent Brainstem Encoding:
Clinical Implications
Our discovery that children with dyslexia show deficits in
context-dependent brainstem encoding of speech features is
consistent with the proposal that a cogent explanation for the
broad sensory deficit in dyslexia is a failure of top-down expec-
tancy-based processes that enhance lower-level processing
(Ramus et al., 2003). These top-down processes are particularly
important for noise-exclusion (enhancing relevant aspects of the
signal, while excluding irrelevant details; Luo et al., 2008). In typi-
cally developing children, we argue, repetitive auditory presen-
tation induces expectancy-based enhancement of relevant
features in the signal (e.g., voice pitch) via the corticofugal
network. In contrast, poor readers appear to be unable to modu-
late their current lower-level representation as a result of
top-down, expectancy-based fine-tuning. Interestingly, in the
current study, dyslexic children showed enhanced brainstem
representation of lower harmonics in the variable condition
compared to good readers. The functional basis of enhanced
spectral representation in a highly unpredictable auditory envi-
ronment is unclear. Since ongoing representations are not influ-
enced by prior experience, dyslexic children may be able to
represent their sensory environment in a broader and arguably
more creative manner (Everatt et al., 1999). However, stronger
representation in a highly variable listening environment may
also come at the cost of the ability to exclude irrelevant details
(e.g., noise) from ongoing perceptual dynamics. We do find
that individuals who show better representation in the variable
context also demonstrate poorer speech-in-noise perception
(see Figures 2 and 3).
From the perspective of the neural bases of speech percep-

tion, our findings demonstrate that speech encoding is adynamic
process that involves constant updating of current representa-
tion based on prior exposure. Indeed, these expectancy-based
processes are crucial for speech perception in challenging
listening environments. When SNR is seriously compromised,
top-down context-dependent cues are critical, which explains
the strong association between behavioral performance on
speech-in-noise tests and context-dependent lower-level en-
coding of speech features.
From a clinical perspective, our results yield an objective

neural index that can directly benefit assessment of children
with reading problems. Noise-exclusion deficits are a hallmark
clinical symptom in children with reading difficulties. In addition
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to conventional intervention (phonological intervention/auditory
training) strategies, children who show a context-dependent
encoding deficit at the lower-level sensory stages may benefit
from speech-in-noise training and/or use of augmentative
communication (e.g., FM systems which eliminate background
noise and provide an excellent SNR, thereby improving source
segregation).

Conclusion
The current study demonstrates context-dependent modulation
in the human auditory brainstem. Human auditory brainstem en-
coding is determined by both the acoustics of the incoming stim-
ulus and the context in which the stimulus occurs. Such plasticity
occursmore rapidly than previously thought, andmay function to
improve perception in challenging listening backgrounds. In chil-
dren with developmental dyslexia, a broad deficit in the extrac-
tion of stimulus regularities may contribute to a critical deficit in
noise-exclusion.

EXPERIMENTAL PROCEDURES

Participants
To be included in the study, children were required to have hearing thresholds

%20 dBHearing Level (HL) for octaves from 250Hz to 8000Hz and no air-bone

conduction gap greater than 10 dB. Inclusionary criteria also included clinically

normal auditory brainstem response latencies to click stimuli (100 ms clicks

presented at 80 dB Sound Pressure Level (SPL) at 31.1 Hz; see Table S4)

and an estimate of intelligence of greater than 85 (M = 123.4, SD = 16.5) on

the verbal subscore of the Wechsler Abbreviated Scale of Intelligence

(WASI; The Psychological Corporation, 1999). Informed consent was obtained

from all children and their legal guardians. The Internal Review Board at North-

western University approved all procedures involved in this experiment.

Experiment 1
Participants were 21 right-handed children (12male, age 8–13 years, M = 10.4;

SD = 1.6) with no history of learning or neurological impairments.

Experiment 2
Participants in Experiment 2 were grouped into ‘‘poor readers’’ (n = 15) or

‘‘good readers’’ (n = 15), based on their performance on the Test of Word

Reading Efficiency (Torgesen et al., 1999), a standardized test of reading

ability. Only children with scores below 85 were included in the poor reading

group. Additionally, poor readers carried an external diagnosis of reading or

learning impairment made by professional clinicians, and attended a private

school for the learning disabled. For the good reading group, we included chil-

dren from Experiment 1 who had a reading score of >110 on the Test of Word

Reading Efficiency. Also, all children in Experiment 2 underwent standardized

tests of reading and spelling ability (Supplemental Experimental Procedures).

Test results are summarized in Table S2. The good and poor reading groups

(n = 15 for both) did not differ in age [t(28) = !0.972, p = 0.339] but did differ

on verbal IQ [t(28) = !3.673, p = 0.001], which can be assumed given the

dependence of this measure on short-term verbal working memory, which is

known to be impaired in individuals with dyslexia. However, we took a con-

servative statistical approach and partialled out the contribution of verbal IQ

in all correlations between physiological measures and behavioral indices

(i.e., speech-in-noise perception).

Behavioral Procedures: Reading and Speech-in-Noise Measures
Behavioral indices of reading and speech-in-noise perception were collected.

Reading ability was assessed with the Test of Word Reading Efficiency, which

requires children to read a list of real words (Sight subtest) and nonsense

words (Phoneme subtest) while timed (Torgesen et al., 1999). These subset

scores are combined to form a Total score that was used to differentiate the

good and poor readers in the present study.

Speech-in-noise perception was evaluated with the HINT (Bio-logic

Systems Corp., Mundelein, IL). Sentence stimuli were presented in speech-

shaped noise at varying SNRs in an adaptive paradigm in three different noise

conditions: noise presented from the front, from the left, and from the right. In

all conditions, the target sentences came from the front. A final threshold SNR

value is calculated for each condition, yielding four measures (HINT-FRONT,

HINT-RIGHT, HINT-LEFT, and HINT-COMPOSITE). Only age-normalized

percentiles were used in the present analysis. In addition, for Experiment 2,

the children underwent a number of cognitive tests. See the Supplemental

Experimental Procedures and Table S2 for test descriptions and group differ-

ences.

Stimuli and Design
Stimulus and design for Experiment 1 and 2 were identical. Brainstem

responses were elicited in response to the syllable /da/ presented to the right

ear while the children watched a video of their choice. The /da/ stimulus was

a 6 formant speech syllable synthesized in Klatt (1980). The stimulus was

170 ms long with a 5 ms voice onset time, a level fundamental frequency

(F0: 100 Hz), and dynamic first, second, and third formants (F1: 400–720 Hz,

F2: 1700–1240 Hz, F3: 2580–2500 Hz, respectively) during the first 50 ms.

The fourth, fifth, and sixth formants were constant over the duration of the

stimulus (F4: 3300 Hz, F5: 3750 Hz, F6: 4900 Hz, respectively). Brainstem

responses to /da/ were collected from the scalp (at Cz) using Scan 4.3 Acquire

(Compumedics) with Ag–AgCl scalp electrodes in a vertical, ipsilateral

montage under two different conditions. In one session, 6300 sweeps of /da/

were presented with a probability of 100% (repetitive context). In a second

session (variable context), 2100 sweeps of /da/ were presented randomly in

the context of seven other speech sounds at a probability of 12.5%. The seven

speech sounds varied in a number of acoustic features including formant

structure (/ba/, /ga/, /du/), duration (a 163 ms /da/), voice-onset time (/ta/),

and fundamental frequency (high pitch /da/, /da/ with a dipping pitch contour).

For a detailed description of these stimuli, see Table S1. We then compared

the brainstem responses to /da/ from the variable context condition to trial-

matched /da/ responses in the repetitive context condition, resulting in 700

trials in each condition (see Figure 1). Importantly, by matching trials between

the two conditions, we are able to examine differences in processing

responses to the same stimuli under two different contexts without the

confound of presentation order. Responses were offline bandpass filtered

from 70 to 2000 Hz with a 12 dB roll-off, epoched from !40 to 190 ms

(40 ms stimulus onset at time 0), and baseline corrected. The low-pass cutoff

of 70 Hz was used to reduce cortical contribution. All stimuli were presented in

alternating polarities via insert earphones at 80.3 dB SPL at a rate of 4.35 Hz

and responses were digitized at 20,000 Hz. The fast presentation rate ensured

that cortical contributions wereminimized, since cortical neurons are unable to

phase-lock at such fast rates (Chandrasekaran and Kraus, 2009). In addition to

serving as a hearing screening, responses to 100 ms clicks were collected

before each auditory session (see Supplemental Experimental Procedures).

Click-evoked wave V latencies were consistent across sessions for all partic-

ipants in Experiment 1 and 2, ensuring that no differences existed in recording

parameters across sessions [paired t test: t(35) = 0.867, p = 0.392].

Analyses
Events with amplitude greater than ±35 mV were rejected. Responses in the

repetitive context condition were averaged according to their occurrence

relative to the order of presentation in the variable context condition (Figure 1).

Overall, an average of 700 trials were compared across the two conditions

from each child.

In the current study, the responses were broken into two time ranges for

analysis: 7–60 ms, which includes the response to the sound onset and the

response to the formant transition, and 60–180 ms, which includes the

response to the steady-state vowel (see Figure 2, top). Responses were exam-

ined in the time and frequency domains (Banai et al., 2009; Musacchia et al.,

2007). To examine the strength of spectral encoding, average response

magnitudes were calculated for 10 Hz wide bins surrounding the F0 and

subsequent five harmonics (100 Hz [F0], 200 Hz [H2], 300 Hz [H3], 400 Hz

[H4], 500 Hz [H5], and 600 Hz [H6]). Since the F1 sweeps from 400–720 Hz

in the signal, an additional region of interest within the first formant trajectory
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(400–720 Hz) was identified by comparing spectral encoding of responses to

the repetitive context and variable context across 10 Hz wide bins for each

participant in Experiment 1. The two conditions differed significantly (on

point-to-point t tests) across 530 to 590 Hz and consequently, spectral ampli-

tude averaged over that range was calculated for each child across the two

conditions. Onset response latencies (peak and trough) were identified for

each child and compared across both contexts to determine if context

affected the conduction speed of the responses. Also, rectified mean ampli-

tude (RMA) was calculated over both time ranges as a measure of overall

response magnitude. SNR (RMA of prestimulus baseline/RMA of response)

was calculated for both conditions and no significant differences were

found [Experiment 1: variable mean: 1.40, repetitive mean: 1.59; paired t test:

t(20) = 0.568, p = 0.576; Experiment 2: variable mean: 1.43, repetitive mean:

1.22; paired t test: t(30) = !1.568, p = 0.0697].

Statistical Analyses
For both time regions the mean spectral amplitudes for F0, H2–H6, and the

F1 range were compared for the two conditions within each child using

RmANOVAs and followup t tests. In Experiment 2, the 2(context) x 2(group)

multivariate RmANOVAs were limited to H2, H4, and the F1 range (based on

the results of Experiment 1). The differences in spectral amplitude of H2 and

H4 in the 7–60 ms range between the two conditions (repetitive context minus

variable context) were calculated for each child and normalized to the group

mean by converting to a z-score. The z-scores were then correlated with the

HINT measures in Experiment 1 and 2 and all other behavioral measures in

Experiment 2 using Pearson’s correlations.

SUPPLEMENTAL DATA

Supplemental data for this article include Supplemental Experimental Proce-

dures, Supplemental Results, 4 tables, and 4 figures and can be found at

http://www.cell.com/neuron/supplemental/S0896-6273(09)00807-1.
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EXPERIMENTAL PROCEDURES 

Additional behavioral measures in Experiment 2 

As a part of experiment 2, behavioral measures of reading and reading-related 

abilities were collected.  The Wechsler Abbreviated Scale of Intelligence (WASI, The 

Psychological Corporation, 1999) was used as an inclusion criterion as well as a 

behavioral measure and covariate.  The assessment yields Verbal and Performance 

subscales, as well as a composite IQ.    

Reading ability was assessed with the Test of Word Reading Efficiency which 

requires children to read a list of real words (Sight subtest) and nonsense words 

(Phoneme subtest) while timed (Torgesen et al., 1999).  These sub-scores are 

combined to form a Total score which was used to differentiate the good and poor 

readers in the present study.  Children were also tested on the Comprehensive Test of 

Phonological Processing (CTOPP, Wagner et al., 1999), which yielded three cluster 

scores of Phonological Awareness, Phonological Memory, and Rapid Naming.  The 

Phonological Awareness score was derived from two subtests assessing sound deletion 

and blending, the Phonological Memory score was derived from two subtests requiring 



accurate repetition of digits and nonwords, and the Rapid Naming score was derived 

from two subtests of rapid letter and digit naming.  Additionally, children were 

administered three subtests of the Woodcock Johnson III Achievement battery which 

assessed spelling, real word reading, and nonword reading (Woodcock et al., 2001).   

Additional Analyses  

Time domain and Amplitude measures 

  In the time-domain, rectified mean amplitude (RMA) was calculated over the 

entire response by taking the mean of the absolute value of the amplitude for each 

sampling point within the range.  The measure was used to quantify the overall 

magnitude of the brainstem response as a function of the context of stimulus 

presentation. Signal-to-noise ratio (SNR) was also calculated by dividing the RMA of the 

response period by RMA calculated over 40 ms of the prestimulus period (-40 to 0).  

Responses from the two contexts did not differ significantly on SNR.  Lastly, onset 

response latencies were marked for both the peak and the trough of the onset response 

in each condition for each child to identify any effects of context on neural synchrony 

and conduction speed.   

Statistical Analyses 

In experiment 1, the mean spectral amplitudes for F0 and H2, H3, H4, H5, and 

H6 were compared for the two conditions with multivariate repeated measures 

ANOVAs.  In experiment 2, the mixed multivariate RmANOVA (2 conditions x 2 groups) 

contained only H2, H4, and the F1 range based on the results of Experiment 1.  For 

both experiments, onset latencies and RMA values were also compared using 



multivariate RmANOVAs (again for Experiment 2, group was a between-subjects 

variable).  Whenever necessary, subsequent paired t-tests were conducted within each 

group as post-hoc tests. Additionally, the difference in spectral amplitudes of H2 and H4 

between the two conditions (repetitive context minus variable context) was calculated 

for each child and correlated with the behavioral measures using Pearson�’s 

correlations.  For Experiment 1 the behavioral measures were HINT scores and for 

Experiment 2 the behavioral measures also included reading, spelling, and phonological 

awareness.  Raw H2 and H4 amplitudes in each context were also correlated with 

behavioral measures in both experiments to add support to correlations with the 

difference measures. 

RESULTS 

Experiment 1 

Correlational Analyses 

 The difference in H2 spectral amplitude between the two contexts (repetitive 

minus variable) correlated positively with HINT-RIGHT percentile score (r=0.518, 

p=0.016) and HINT-COMPOSITE (r=0.486, p= 0.025), to a lesser degree with HINT-

FRONT (r = 0.407, p = .067), but not with HINT-LEFT (r= 0.066, p=0.777) (see Figure 

2C).  Additionally, raw H2 amplitude in the repetitive condition was found to be 

marginally positively correlated with HINT-RIGHT (r = 0.411, p = 0.064) and H2 

amplitude in the variable context to be negatively correlated with HINT-COMPOSITE (r 

= -0.450, p = 0.041).   



Difference in H4 spectral amplitude between contexts was not found to be 

correlated with any of the HINT measures (in all cases p > 0.35).  Correlations between 

HINT measures and raw H4 amplitudes in the two conditions were also not significant.   

Measures of Timing 

The multivariate RmANOVA yielded no effects of context on the latencies of the 

onset peak or trough and RMA, indicating that the effects of context on the brainstem 

response are limited to the spectral domain (see figure 2, supplementary figure 1, and 

supplementary Table 4).    

 

Experiment 2  

Correlational Analyses 

The Pearson�’s correlations of H2 amplitude difference between contexts and the 

behavioral measures yielded a number of significant relationships beyond those 

reported in the main section (see supplementary table 2).  Significant positive 

relationships were found for CTOPP Phonological Memory and Rapid Naming, TOWRE 

Sight and Phoneme and HINT-FRONT and HINT-COMPOSITE, all indicating that the 

extent of context-dependent encoding at the level of the brainstem was related to better 

performance on behavioral measures.  H2 amplitude differences were also strongly 

correlated with IQ.  However, except those with speech-in-noise perception, when IQ 

was partialled out, the majority of the relationships are lost.  Age in months was not 

correlated with difference in H2 amplitude and so age was not included as a covariate.   



 Additionally, correlations were conducted between the significant behavioral 

measures and the raw H2 amplitude in each context.  As expected, correlations 

between behavioral measures and H2 amplitude in the repetitive context are positive 

while those with H2 amplitude in the variable context are negative.  

 Difference in H4 amplitude between the two conditions was positively correlated 

with CTOPP phonological memory (r = 0.372, p = 0.043), TOWRE-Sight (r = 0.472, p = 

0.009) and TOWRE-Phoneme (r = 0.461, p = 0.010) and marginally correlated with 

WJIII word reading (r = 0.327, p = 0.077), spelling (r = 0.318, p = 0.086), and HINT-

LEFT (r = 0.322, p =0.083).  No other correlations were significant (p > 0.124).  

Correlations between raw H4 amplitudes and behavioral measures showed a similar 

pattern as correlations with raw H2 amplitudes, relationships were positive for the 

repetitive condition and negative for the variable condition.  The H4 amplitudes in the 

variable condition were negatively correlated with WJIII word reading (r = -0.410, p = 

0.024), CTOPP Phonological Memory (r = -0.445, p = 0.014), TOWRE-Sight (r =-0.445 , 

p = 0.014), TOWRE-Phoneme (r = -0.363, p = 0.048), HINT-LEFT (r = -0.380, p = 

0.039), and HINT-COMPOSITE (r =-0.395 , p = 0.031), and a marginal correlation was 

found with HINT-FRONT (r = -0.371, p = 0.088).  All other correlations, including those 

for H4 amplitude in the repetitive condition, were not significant (p > 0.127).     

Measures of Timing 

 The multivariate RmANOVA found no main effect for context for any of the 

dependent variables.  There was a main effect of group for the onset trough (F(1,28) = 

4.544, p < 0.05) and marginally significant effect for the onset peak (F(1,28) = 3.513, p = 



0.071).  In both cases, the poor readers had significantly later onset responses than the 

good readers (see supplementary figure 2 and supplementary table 4).  This finding is 

consistent with those reported in previous studies (Banai et al. 2009; Banai et al. 2005).  

There was no interaction between group and context indicating that the poor readers 

had delayed onset latencies relative to the good readers regardless of presentation 

context.  There was no main effect of group for RMA but a marginal interaction (F(1,28) 

= 3.560, p = 0.07).  Post-hoc comparisons found that the poor readers had marginally 

larger RMAs in the variable than repetitive condition (t(14) = -2.033, p = 0.061) while 

there was no effect of context on the RMAs of the good readers (t(14) = 0.833, p = 

0.419).       
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Supplementary Table 1. Additional stimuli in the variable context condition 

Stimulus Type of 
change Difference (compared with /da/base) 

/ba/ place of 
articulation F2 rises from 900 Hz. 

/ga/ place of  
articulation F2 falls from 2,550 Hz. 

/ta/ voice onset 
time voice onset time  is 45 ms. 

/da/  length duration is 163 ms. 

/du/ vowel F1 and F2 of vowel are 250 and 870 Hz, 
respectively 

/da/  pitch F0 is 250 Hz. 

/da/dip pitch Frequency �“dips�” from 107-89-110 Hz. 



 Supplementary Table 2.  Reading scores for both good and poor reading groups.  

Means and standard deviations for reading measures are presented for the good and 

poor readers (columns 2-3).  T-tests comparing the groups on all measures show 

pervasive differences with good readers outperforming poor readers (columns 4-5).  

Behavioral performance is also correlated with H2 context effects (difference in H2 

magnitude between conditions) (columns 6-7).  These effects are strongly related to IQ 

and all but the speech in noise perception measures are lost when controlling for IQ.  

Only significant p-values are shown (p<0.05). 

Measure Good Poor t p r p 
Spelling 116.8 (13.5) 80.7 (18.3) -6.145 < 0.001 0.298  
Word Reading 119.4 (12.6) 86.9 (12.4) -7.131 < 0.001 0.294  
Nonword Reading 113.73 (10.7) 92.9 (13.7) -4.63 < 0.001 0.223  
Phonological Awareness 108.8 (11.0) 93.0 (11.9) -3.777 0.001 0.11  
Phonological Memory 110.8 (15.1) 91.6 (9.8) -4.123 < 0.001 0.406 0.026 
Rapid Naming 109.4 (10.7) 81.4 (13.0) -6.432 < 0.001 0.511 0.004 
TOWRE Sight 119.6 (5.4) 79.1 (9.8) -14.061 < 0.001 0.512 0.004 
TOWRE Phoneme 121.7 (10.0) 85.7 (6.8) -11.444 < 0.001 0.408 0.025 
HINT-FRONT 72.8 (28.1) 51.0 (16.0) -1.944 0.062 0.364 0.048 
HINT-RIGHT 43.0 (25.4) 21.4 (20.1) -2.069 0.048 0.349  
HINT-LEFT 47.5 (25.4) 29.2 (16.0) -2.359 0.026 0.082  
HINT-COMPOSITE 60.0 (23.6) 29.1 (18.3) -4.001 < 0.001 0.435 0.016 
Age (in months) 128.8 (19.0) 122.3 (17.4) -0.972  0.043  

 



Supplementary Table 3. Correlations between raw H2 amplitudes and behavioral 

measures in experiment 2.  A) Correlations between H2 amplitude in the repetitive 

context and behavioral measures that were significant in initial repetitive-minus-variable 

analysis. B) Correlations between H2 amplitude in the variable context condition and 

behavioral measures.  Only significant p-values are shown (p<0.05) 

Measure r p 
Phonological Memory 0.225  
Rapid Naming 0.469 0.009 
TOWRE Sight 0.367 0.046 
TOWRE Phoneme 0.351  
Visual Processing 0.436 0.016 
HINT Front 0.124  
HINT Composite 0.093  
   

Measure r p 
Phonological Memory -0.389 0.034 
Rapid Naming -0.345  
TOWRE Sight -0.425 0.019 
TOWRE Phoneme -0.294  
Visual Processing -0.459 0.011 
HINT Front -0.409 0.025 
HINT Composite -0.531 0.003 

 

Supplementary Table 4. Latencies of click evoked and onset responses.  Means and 

standard deviations of the click evoked wave V latencies and speech-evoked onset 

peak and trough latencies are reported for both experiment 1 and experiment 2.  In all 

cases, units are milliseconds.   

  Exp 1  Exp 2  
Repetitive    Good Poor 
Click Wave V 5.89 (0.14) 5.89 (0.11) 5.90 (0.19) 
Onset Peak 9.50 (0.55) 9.55 (0.55) 9.78 (0.78) 
Onset Trough 10.21 (0.58) 10.33 (0.61) 10.64 (0.74) 
Variable      
Click Wave V 5.91 (0.19) 5.90 (0.13) 5.90 (0.21) 
Onset Peak 9.33 (0.52) 9.29 (0.60) 9.59 (0.66) 
Onset Trough 10.20 (0.51) 10.23 (0.59) 10.63 (0.77) 

A

B



Supplementary Figure 1. 

 

Supplementary Figure 1. Experiment 1.  Onset peak latencies are not affected by 

context.  Grand average responses are plotted and average peak latencies are 

marked.  The peak of the onset of the response is approximately 10 ms, reflecting the 

transmission delay from the cochlea to the auditory brainstem.  The onset responses do 

not differ for the repetitive (red) and variable (black) conditions. 

 



Supplementary Figure 2. 

 

Supplementary Figure 2. Experiment 2.  Onset peak latencies are not affected by 

context in good or poor readers.  Grand average responses are plotted and 

approximate average peak latencies are marked.  The poor group shows later peak 

latencies than the good group for both repetitive (red) and variable (black) contexts, but 

there is no main effect of context or interaction of context and group. 

 



Supplementary Figure 3. 

 

Supplementary Figure 3. Encoding of the first formant frequency range is affected 

by context, but only in the response to the formant transition of the stimulus and 

not the steady-state vowel.  A) Spectral amplitudes over 530-590 Hz are significantly 

greater in the repetitive condition, but only for the formant transition region (left) and not 

the steady-state vowel (right). B) Bar plots of mean spectral amplitudes confirm that the 

effects are limited to the formant transition region (left).  Standard errors are marked. 



Supplementary Figure 4. 

Supplementary Figure 4.  Encoding of the first formant frequency range is affected 

by context only in good readers.  A) Spectral amplitudes over 530-590 Hz are 

significantly greater in the repetitive condition (red), but only for the good readers (left) 

and not poor readers (right). B) Bar plots of mean spectral amplitudes confirm that 

context-dependent effects on F1 encoding are limited to the good readers (left).  

Standard errors are marked. 
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